
 

 

IIntroduction to the ontology 
In order to create an effective information security framework for neuro-

prosthetics, it is necessary to first develop an appropriate ontology for such 
devices. Such an ontology should define the range of possible values for rele-
vant characteristics that are critical for information security and whose values 
can vary across the universe of neuroprosthetic devices. The ontology should 
include both the physical characteristics, processes, and contexts and rela-
tionships possessed by such devices; it thus differs from (and is necessary for 
the effective development of) security configuration checklists1 that would be 
used to configure particular neuroprosthetic devices for secure operation in 
their individual human hosts. 

Scholars and device manufacturers have made efforts to create general on-
tologies for robotic systems2 and mobile devices,3 however there has not yet 
been developed an ontology that focuses on the information security charac-
teristics of neuroprosthetic devices. In part, the lack of creation of such for-
mal tools is an effect of the relatively low level of interaction and collabora-
tion between the fields of information security and biomedical engineering.4 

By synthesizing information gathered from a review of current literature 
and practice in the fields of neuroprosthetics, implantable computing, and 
information security, we develop one such ontology within this chapter. Note 
that because many neuroprosthetic devices are also computers, mobile de-
vices, or implantable medical devices, any generalized information security 
ontology that is applicable to computers, mobile devices, or IMDs will also 

                                                 
1 NIST SP 800-70, Rev. 2 (2011). 
2 See Prestes et al., “Towards a Core Ontology for Robotics and Automation” (2013). 
3 See “FIPA Device Ontology Specification” (2002). 
4 See Clark & Fu, “Recent Results in Computer Security for Medical Devices” (2012). 
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apply to the relevant kinds of neuroprosthetic devices. The specialized ontol-
ogy developed here can be understood as a more detailed and focused exten-
sion and complement to such ontologies that analyzes the form and function-
ing of neuroprosthetic devices from the perspective of their particular infor-
mation security features and risks. 

 

 
As is illustrated in Figure 1 above, our ontology is organized into four areas. 

It categorizes neuroprosthetic devices according to: 1) their context and rela-

 
FFigure 1. The four main areas constituting the information security device ontology 
for advanced neuroprosthetics, along with the particular variables taken into account 
within each area. 
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tions; 2) their physical components; 3) their processes; and 4) the data, infor-
mation, and knowledge that is received, stored, and transmitted by the de-
vices. 

Each area comprises a number of individual characteristics which we ad-
dress in detail in the following sections. Together, a device’s values for these 
variables comprise the information security profile for that particular neuro-
prosthetic device. The ontology presumes that a neuroprosthetic device is an 
implantable unit, but it can also be applied to nonimplantable external sys-
tems (in which case a few of the specific characteristics may not be relevant). 

First area: context and relations 
This part of the ontology describes the physical, socioeconomic, and po-

litical context in which a neuroprosthetic device is being employed. This con-
text helps determine which individuals have access to the device and for what 
purposes it may be used. Specific characteristics in this area are: 

Human agents 
The human agents5 who are in different ways responsible for a neuropros-

thetic device’s functioning include its: 
 Designer,6 who determines the basic parameters for the device’s form 
and functioning. 

 Manufacturer, which physically implements the neuroprosthetic de-
vice’s design and controls its wholesale distribution7 and which likely 
has a unique history of past information security practices, product 
security flaws, and responses to those flaws.8 

 Regulators,9 who exercise legal and political power within local, na-
tional, or international bodies, who may require or forbid that the de-
vice possess certain physical components, processes, or functions, and 
who may mandate or restrict its distribution and use for certain classes 

                                                 
5 On the impact of such human agents, see Clark & Fu, “Recent Results in Computer Security for 
Medical Devices” (2012). 
6 Regarding the importance of a device’s designer, see Clark & Fu, “Recent Results in Computer 
Security for Medical Devices” (2012), and McCullagh et al., “Ethical Challenges Associated with 
the Development and Deployment of Brain Computer Interface Technology” (2013). 
7 For a device ontology that incorporates manufacturer information, see “FIPA Device Ontology 
Specification” (2002). 
8 See NIST SP 800-100 (2006). 
9 On the role of regulators and regulation, see McCullagh et al., “Ethical Challenges Associated 
with the Development and Deployment of Brain Computer Interface Technology” (2013); Patil & 
Turner, “The Development of Brain-Machine Interface Neuroprosthetic Devices” (2008); and 
Kosta & Bowman, “Implanting Implications: Data Protection Challenges Arising from the Use of 
Human ICT Implants” (2012). 
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of users. Multiple jurisdictions may be involved, since a neuropros-
thetic device’s human host can travel between and within geograph-
ically dispersed locations and devices can potentially transmit data to 
or be controlled from remote locations that are distant from the site 
at which the device and its user are currently located. 

 Owner, who owns the physical device but may or may not be the host 
in whom the device is implanted and may or may not own the rights 
to intellectual property that is produced by or stored in it. If a device 
is leased to a user rather than sold, the device’s manufacturer or an 
intermediary firm leasing it to the end user may remain the device’s 
owner. 

 Host in whose body the neuroprosthetic device has been temporarily 
or permanently implanted. Depending on the nature of the device, the 
host may or may not realize that it has been implanted10 and may or 
may not have an ability to consciously control or exploit the device’s 
functioning. A host could potentially contribute to or actively under-
mine the secure functioning of a device.11 

 User (or operator) who has the ability to monitor and consciously con-
trol or exploit the device’s functioning.12 In the case of neuroprosthetic 
devices, the operator might collectively be the medical staff in a hos-
pital who remotely monitor and control the device’s operation, rather 
than the human host in whose body the device has been implanted.13 

                                                 
10 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
11 For psychological, social, and cultural factors that might cause the host of an implanted device 
to intentionally ignore, disable, or otherwise subvert a device’s security features and mechanisms 
– despite the host’s awareness that this might put him or her at greater risk of harm – see Den-
ning et al., “Patients, pacemakers, and implantable defibrillators: Human values and security for 
wireless implantable medical devices” (2010). 
12 See NIST SP 800-100 (2006) and Clark & Fu, “Recent Results in Computer Security for Medical 
Devices” (2012). For the extent to which the organizational culture and constraints of a device’s 
operator can affect information security, see Cavallari, “Organisational Constraints on Infor-
mation Systems Security” (2011). For ways in which power relationships between, e.g., the owner, 
host, and operator of a device might affect compliance with information security policies and 
procedures that have been developed by one or more of the parties, see Kolkowska & Dhillon, 
“Organizational Power and Information Security Rule Compliance” (2011).  
13 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). While the use of remotely controlled implantable devices creates the possibility of illicit 
surveillance of a device’s human host by medical personnel, such remote monitoring may also 
have positive effects – e.g., making it easier to gather needed medical data from individuals who 
consider implanted devices less bothersome than external systems; see Lorence et al., “Transac-
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A military unit may be the operator of devices implanted in military 
personnel. A governmental intelligence agency, corporate business in-
telligence offices, or cybercriminals may be the operators of devices 
that were implanted (or have been hijacked) for use in surveillance, 
intelligence-gathering, or espionage. 

Factors impacting availability 
Factors determining the extent to which a neuroprosthetic device (and its 

related external system components, replacement parts, software, and tech-
nical manuals) may be available for acquisition by intended or unintended 
users include its: 

 Licensing and legality,14 which may ban certain kinds of neuropros-
thetic devices altogether and require medical certification for those 
implanting other kinds of neuroprosthetics and medical prescriptions 
for their hosts. 

 Cost, which may place significant practical limits on the ability of in-
dividuals or organizations to acquire neuroprosthetic devices or their 
components or maintenance equipment.15 

 Required expertise16 that is needed to acquire, implant, and operate 
neuroprosthetic devices may significantly limit their potential use.17 

 Required maintenance18 may restrict use of devices to institutions or 
individuals that possess appropriate maintenance facilities and supply 
chains. 

 Required user customization19 may limit devices’ availability, if a device 
must be extensively customized for each host or user – whether 

                                                 
tion-Neutral Implanted Data Collection Interface as EMR Driver: A Model for Emerging Distrib-
uted Medical Technologies” (2009). Implantable devices can allow remote care for those in un-
derserved remote areas and potentially increase efficiency while decreasing cost and aggrava-
tions associated with in-hospital care; see Reynolds et al., “Device Therapy for Remote Patient 
Management” (2008). 
14 See McGee, “Bioelectronics and Implanted Devices” (2008), and Kosta & Bowman, “Implanting 
Implications: Data Protection Challenges Arising from the Use of Human ICT Implants” (2012). 
15 See McGee, “Bioelectronics and Implanted Devices” (2008), and Park et al., “The Future of 
Neural Interface Technology” (2009). 
16 See Clark & Fu, “Recent Results in Computer Security for Medical Devices” (2012), and Fair-
clough, “Physiological Computing: Interfacing with the Human Nervous System” (2010). 
17 For issues relating to the training of users of BCI systems, see Neuper & Pfurtscheller, “Neu-
rofeedback Training for BCI Control” (2009). 
18 See NIST SP 800-100 (2006). 
19 See Merkel et al., “Central Neural Prostheses” (2007); Fairclough, “Physiological Computing: 
Interfacing with the Human Nervous System” (2010); and Patil & Turner, “The Development of 
Brain-Machine Interface Neuroprosthetic Devices” (2008). 
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through physical fittings of prosthetics, adaptation of device software 
to a host’s unique neurological or behavioral characteristics, or assur-
ance of biological and genetic compatibility (for devices with organic 
components20). Similarly, the ability to use devices may be limited if 
the anatomical structures, biological processes, or psychological activ-
ity of potential hosts or users must be “customized” prior to or after 
implantation in order to allow operation of the device. 

 Reusability of a device, which can increase the availability of previously 
implanted neuroprosthetic devices and require effective procedures 
for the disposal of devices after use in order to ensure information se-
curity.21 

Physiological context 
The relevant aspects of an implantable neuroprosthetic device’s context 

and situation within its host’s body include the: 
 Lifespan that the device is expected to demonstrate22 before it requires 
replacement23 or invasive maintenance. 

 Physical situation in the body , which includes the neuroprosthetic de-
vice’s specific location within the host’s body and its physical connec-
tions to bodily organs and which also affects the device’s: 
▪ Physical visibility and discoverability24 to both the human host and 

other human beings interacting with the host. 
▪ Physical access to alter the device,25 as the fact that a neuropros-

thetic device is visibly present does not necessarily entail the pos-
sibility of physically accessing the device’s key components. 

▪ Remote discoverability, the ability of external devices such as X-ray 
scanners, millimeter wave scanners, Wi-Fi routers, or Bluetooth 

                                                 
20 See Merkel et al., “Central Neural Prostheses” (2007). 
21 See NIST SP 800-100 (2006). 
22 See Merkel et al., “Central Neural Prostheses” (2007). 
23 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
24 See Rao & Nayak, The InfoSec Handbook (2014), and Merkel et al., “Central Neural Prostheses” 
(2007). 
25 See Rao & Nayak, The InfoSec Handbook (2014), and Merkel et al., “Central Neural Prostheses” 
(2007). 
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devices to identify and localize the neuroprosthetic device from 
outside of its host’s body, even when the device is not visible.26 

 Level of neurocognitive interface between the neuroprosthetic device 
and the conscious awareness and unconscious cognitive activities of 
its human host.27 This includes the extent to which the device’s host 
(who may be different from its primary user) is consciously aware28 of 
the device’s presence, status, and activity, and the extent to which the 
device’s functioning is determined by the host’s neural activity. For 
example, devices serving as part of an input neural interface system 
might electrically stimulate afferent neurons to provide sense data to 
their human host,29 while mnemoprosthetic devices might interact 
with interneurons in the host’s brain to participate in processes of 
memory encoding, storage, and retrieval. 

 Health sensitivity and criticality. A neuroprosthetic device that can di-
rectly affect, for example, the functioning of its host’s heart or brain 
requires more safeguards than one that has no such capacity. 

Second area: physical components 
This part of the ontology describes the key physical components of the 

neuroprosthetic device that have implications for information security. Spe-
cific characteristics of this area are: 

Device morphology 
The device’s basic physical morphology includes its: 
 Identity and unitarity, which describe whether the neuroprosthetic de-
vice is a single, clearly identifiable physical unit, or whether the device 
comprises a large number of small physical components (such as a na-
norobot swarm30) whose nature and location cannot easily be identi-
fied. 

 Size31 of the neuroprosthetic device (whether a unit implanted within 
the host’s body or an external unit). 

                                                 
26 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
27 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); “FIPA Device Ontology Specification” (2002); and Merkel et al., “Central Neural Prosthe-
ses” (2007). 
28 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
29 See Park et al., “The Future of Neural Interface Technology” (2009). 
30 See McGee, “Bioelectronics and Implanted Devices” (2008). 
31 See “FIPA Device Ontology Specification” (2002). 
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 Materials from which the device is constructed.32 While some neuro-
prosthetic devices may be wholly electromechanical devices, others 
may include organic (and perhaps even living33) components. 

 System participation.34 While some neuroprosthetic devices might 
function as standalone devices, others may simply be the implanted 
portion of a larger system that also includes monitoring and control 
equipment outside of the host’s body35 or external actuators or other 
components (or even entire external systems, such as an exoskeleton, 
vehicle, or 3D printer) that are remotely controlled by the neuropros-
thetic device.36 Multiple implanted neuroprosthetic devices may also 
interact to form an implanted body area network (BAN).37 

Input mechanisms: physical receivers of matter, energy, and 
information 

A neuroprosthetic device’s physical mechanisms for receiving input in the 
form of matter, energy, or information38 may include: 

 A power supply.39 Important are both the nature of the device’s pri-
mary power source (whether an internal battery, external wireless or 
wired power supply, or power supplied by the host’s organism), the 
ability to utilize any backup or alternative power sources, and the be-
havior that the device will demonstrate if its primary (or only) supply 
of power is lost. 

 Physical ports and controls such as on/off switches, microSD card 
slots, or micro-USB or proprietary communication ports.40 

                                                 
32 See McGee, “Bioelectronics and Implanted Devices” (2008). 
33 See Merkel et al., “Central Neural Prostheses” (2007). 
34 See Prestes et al., “Towards a Core Ontology for Robotics and Automation” (2013), and NIST 
SP 800-100 (2006). 
35 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012), and Tarín et al., “Wireless Communication Systems from the Perspective of Implantable 
Sensor Networks for Neural Signal Monitoring” (2009). 
36 See Widge et al., “Direct Neural Control of Anatomically Correct Robotic Hands” (2010). 
37 See Sayrafian-Pour et al., “Channel Models for Medical Implant Communication” (2010). 
38 See “FIPA Device Ontology Specification” (2002). 
39 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); Merkel et al., “Central Neural Prostheses” (2007); and Li et al., “Advances and Challenges 
in Body Area Network” (2011). 
40 See Rao & Nayak, The InfoSec Handbook (2014), and Merkel et al., “Central Neural Prostheses” 
(2007). 
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 Environmental sensors through which the neuroprosthetic device re-
ceives input from the environment outside of its host’s body. This may 
include: 
▪ Specialized data reception mechanisms41 such as photoreceptors, 

ultrasonic sensors,42 or radio receivers that are intentionally de-
signed to detect particular signals for processing by the device. 

▪ Unpurposeful receptors in the form of components that were not 
designed to function as sensors but which can nevertheless be af-
fected by environmental phenomena (such as electromagnetic ra-
diation, heat, or acceleration). Many, if not all, of a device’s com-
ponents will be unpurposeful receptors (in addition to whatever 
other roles they might fill), insofar as their structure or perfor-
mance can be affected by external forces or phenomena. 

 Neuronal input mechanisms43 through which the device receives elec-
trochemical signals from either afferent neurons, efferent neurons, or 
interneurons within the host’s body, potentially through a brain-com-
puter interface (BCI).44 Input can come from a large group of neurons 
or a single neuron.45 

Output mechanisms: physical emitters of matter, energy, and 
information 

The device’s physical mechanisms for generating output in the form of 
matter, energy, or information may include:46 

                                                 
41 See “FIPA Device Ontology Specification” (2002); Gasson, “Human ICT Implants: From Restor-
ative Application to Human Enhancement” (2012); Park et al., “The Future of Neural Interface 
Technology” (2009); Merkel et al., “Central Neural Prostheses” (2007); and Lebedev, “Brain-Ma-
chine Interfaces: An Overview” (2014). 
42 See Warwick & Gasson, “Implantable Computing” (2008). 
43 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010), and Park et al., “The Future of Neural Interface Technology” (2009). 
44 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); Merkel et al., “Central Neural Prostheses” (2007). 
45 Widge et al., “Direct Neural Control of Anatomically Correct Robotic Hands” (2010), and Leb-
edev, “Brain-Machine Interfaces: An Overview” (2014). 
46 See “FIPA Device Ontology Specification” (2002), pp. 6-8, for an example of how such mecha-
nisms could be described and categorized 
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 Physical actuators such as robotic prostheses that are controlled by the 
neuroprosthetic device.47 Speakers used to broadcast synthesized 
speech48 are also, in a sense, highly specialized actuators. 

 Environmental emitters through which the neuroprosthetic device af-
fects the environment outside of its host’s body.49 This may include: 
▪ Specialized data transmission mechanisms50 such as radio,51 optical, 

and ultrasonic transmitters and electromagnetic induction mecha-
nisms that have been intentionally designed.52 

▪ Unpurposeful emitters in the form of components that were not de-
signed to function as transmitters but which can nevertheless affect 
the external environment (e.g., by producing audible sounds or 
electromagnetic radiation). 

 Neuronal output mechanisms53 through which the device transmits 
electrochemical signals to either afferent neurons, efferent neurons, 
or interneurons within the host’s body, potentially through a BCI.54 

Computational substrate 
In their role as computers, some neuroprosthetic devices may display a 

physical computational architecture based on the execution of programs by 
a serial processor; others may take the form of a physical neural network that 

                                                 
47 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); McGee, “Bioelectronics and Implanted Devices” (2008); Merkel et al., “Central Neural 
Prostheses” (2007); Lebedev, “Brain-Machine Interfaces: An Overview” (2014); and Widge et al., 
“Direct Neural Control of Anatomically Correct Robotic Hands” (2010). 
48 See Patil & Turner, “The Development of Brain-Machine Interface Neuroprosthetic Devices” 
(2008). 
49 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
50 See “FIPA Device Ontology Specification” (2002) and Lebedev, “Brain-Machine Interfaces: An 
Overview” (2014). 
51 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
52 Regarding the importance of reliable data-transport systems for transmitting data from an 
implanted device to other implanted devices or external systems, see Fernandez-Lopez et al., 
“The Need for Standardized Tests to Evaluate the Reliability of Data Transport in Wireless Med-
ical Systems” (2012). 
53 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010); and Park et al., “The Future of Neural Interface Technology” (2009). 
54 See Merkel et al., “Central Neural Prostheses” (2007). 
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does not execute programs. An information security ontology should describe 
the specifications of a device’s: 

 CPU-based systems55 (if applicable) which can be used to execute tra-
ditional software programs. These processing abilities are constrained 
by the characteristics of a system’s: 
▪ Processor(s), which might take the form of a single central pro-

cessing unit (CPU),56 a multicore computer, or a CPU-based cluster 
or grid. 

▪ Memory,57 which might include volatile RAM used as primary stor-
age, non-volatile RAM used as longer-term secondary storage, and 
non-volatile ROM used for storing firmware or data that should not 
be altered. 

 Physical neural networks  (if applicable) that comprise a large number 
of artificial neurons that transmit signals to one another through arti-
ficial synapses and which store data in the form of activation patterns 
within the networks. While capable of processing input, making deci-
sions, generating output, and learning, such networks do not execute 
traditional computer programs. A physical neural network’s capacities 
are determined by the type, specifications, and quantity of neurons 
that constitute the network. 

Third area: processes 
This part of the ontology describes the key computational or cognitive 

processes carried out by the neuroprosthetic device that have implications 
for information security. Specific characteristics of this area are: 

Computational processes and computer control 
While a neuroprosthetic device can potentially operate with full auton-

omy (or may be subject to control by the unconscious biological processes of 
its human host at a biochemical level, in the case of passive neuroprosthetic 
devices), such devices typically incorporate some means by which their users 
can exercise at least partial control over a device after its implantation. How-
ever, even a device that is ultimately controlled by a human user often still 
carries out some internal procedures for processing data in order to make 

                                                 
55 See “FIPA Device Ontology Specification” (2002). 
56 See “FIPA Device Ontology Specification” (2002). 
57 See “FIPA Device Ontology Specification” (2002), and Gasson, “Human ICT Implants: From 
Restorative Application to Human Enhancement” (2012). 
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decisions and generate actions.58 The kinds of computational processes avail-
able to a neuroprosthetic device will depend on the kind of physical substrate 
upon which the processes are performed. The ontology includes specifica-
tions for a device’s: 

 Level of autonomy. As is the case for robotic systems, a neuroprosthetic 
device might function autonomously, semi-autonomously, or as a 
telepresence device under the full and direct control of its operator.59 
The level of autonomy is related to a neuroprosthetic device’s: 
▪ Capacity for control by its human host ,60 as a device might be de-

signed to respond to instructions delivered by its host via means 
such as oral verbal commands, instructions typed into a keypad or 
into the device’s housing, or electrochemical signals from individ-
ual neurons or groups of neurons.61 

▪ Capacity for control via teleoperation , which may allow a neuro-
prosthetic device to be remotely controlled by external devices or 
by a user other than its human host.62 

 Computer programs that can be run by a neuroprosthetic device uti-
lizing a CPU-based system. The specifications for such a device should 
describe its: 
▪ Operating system,63 which may be designed or installed by the de-

vice’s manufacturer and include certain built-in diagnostic pro-
grams. 

▪ Applications64 that can be stored and executed by the device to ex-
pand its functionality and which may be produced by its manufac-
turer, user, host, or third-party software developers. 

                                                 
58 See Lebedev, “Brain-Machine Interfaces: An Overview” (2014). 
59 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
60 See “FIPA Device Ontology Specification” (2002) for information about user controls. 
61 See Widge et al., “Direct Neural Control of Anatomically Correct Robotic Hands” (2010). 
62 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
63 See “FIPA Device Ontology Specification” (2002) and Clark & Fu, “Recent Results in Computer 
Security for Medical Devices” (2012). 
64 See Clark & Fu, “Recent Results in Computer Security for Medical Devices” (2012). 
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▪ Software update methods that allow the device’s operating system 
and applications to be modified after the device has been im-
planted in its human host.65 

 Neural computing (if applicable). Here we use “neural computing” to 
describe the manner in which a neural network assimilates input and 
utilizes the information contained in its activation patterns to gener-
ate decisions and actions; this represents a means of computation dif-
ferent from the execution of traditional computer programs. A device 
that utilizes a physical neural network will thereby instantiate a neural 
computing process.66 Some CPU-based systems may execute software 
that simulates a neural network,67 however at their most fundamental 
level, such systems’ computational processes are computer programs, 
not neural computing processes as defined here. At a minimum, the 
specifications of a neural computing process will describe: a) the pat-
terns of connection between neurons; b) the means by which connec-
tion weights are updated (i.e., the learning mechanism); and 3) the ac-
tivation function by which an individual neuron converts input to out-
put. 

Input modalities and signals interpretable by the device 
A neuroprosthetic device is typically capable of processing and interpret-

ing certain kinds of signals received through its input mechanisms to extract 
or synthesize information (or perhaps even knowledge) that can potentially 
be compressed, stored, transmitted, transformed, and used to inform or con-
trol the device’s operation.68 A neuroprosthetic device may be able to recog-
nize and extract meaning from input that arrives in the form of: 

 Machine communication protocols such as TCP/IP, Bluetooth, 3G, and 
proprietary NFC formats.69 

 Environmental signals. If a neuroprosthetic device possesses suffi-
ciently advanced AI, it might be able to extract meaning directly from 
sensory input that it receives from the environment outside its host’s 

                                                 
65 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012), and McGee, “Bioelectronics and Implanted Devices” (2008). 
66 For an excellent discussion of the distinction between a physical neural network and the neural 
computational processes that may be occurring within it, see Mizraji et al., “Dynamic Searching 
in the Brain” (2009). 
67 See Merkel et al., “Central Neural Prostheses” (2007), and Lebedev, “Brain-Machine Interfaces: 
An Overview” (2014). 
68 See Merkel et al., “Central Neural Prostheses” (2007). 
69 See “FIPA Device Ontology Specification” (2002); Li et al., “Advances and Challenges in Body 
Area Network” (2011); and Tarín et al., “Wireless Communication Systems from the Perspective 
of Implantable Sensor Networks for Neural Signal Monitoring” (2009). 

Chapter 4, "An Information Security Device Ontology for Advanced Neuroprosthetics," 
an excerpt from Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics, 
ISBN 978-0-692-50161-0, Indianapolis: Synthypnion Academic, 2015, pp. 107-27.



1120  •   

 
 
 
 

body. It may convert raw sensory data into modalities analogous to 
those that are accessible to human beings (such as identifiable sights, 
sounds, touches, tastes, smells, and proprioception that fall within the 
human range of perception).70 

 Natural human communication  which might be provided by the de-
vice’s human host or user in the form of: a) textual verbal input71 such 
as typed or emailed instructions that can be interpreted through an 
application of artificial intelligence; b) oral verbal input72 such as spo-
ken natural-language instructions that are identified through speech 
recognition software; and c) nonverbal input73 such as gestures, eye 
gaze, or vocal intonation on the part of its human host or external user. 

 The host’s biological processes74 which contain data such as those re-
flected in brain activity,75 cardiac rhythms, and blood chemistry that 
can be interpreted by a neuroprosthetic device in a way that that rec-
ognizes particular patterns within the data that trigger some predeter-
mined response. The patterns found in such data may or may not be 
under the conscious control of the device’s host, depending on 
whether the data comprise: a) the host’s cognitive activity and pat-
terns,76 which may include emotional states,77 memories, volitions,78 
and sensory percepts; or b) the host’s motor activity and actions, as 
even without direct access to the host’s cognitive activity, a device 
might use techniques such as electromyography to detect and inter-
pret electrical activity indicating voluntary contraction of a host’s 
muscles.79 

                                                 
70 See Merkel et al., “Central Neural Prostheses” (2007), and Lebedev, “Brain-Machine Interfaces: 
An Overview” (2014). 
71 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
72 See Rao & Nayak, The InfoSec Handbook (2014), and Merkel et al., “Central Neural Prostheses” 
(2007). 
73 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010), and Rao & Nayak, The InfoSec Handbook (2014). 
74 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
75 See Lebedev, “Brain-Machine Interfaces: An Overview” (2014). 
76 See McGee, “Bioelectronics and Implanted Devices” (2008). 
77 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
78 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
79 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
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Note that while a neuroprosthetic device might be able to receive and 
store many other kinds of input, only those forms of input whose modalities 
are interpretable by the device will typically have the potential to trigger pur-
poseful and targeted responses by the device’s computational processes. 

Output modalities and signals expressible by the device 
In its capacity as an implantable computer, a neuroprosthetic device is 

typically capable of generating output in forms that can be interpreted by a 
human being or external device and which may carry specific meanings and 
may be used to influence or control the behavior of external entities in pur-
poseful ways.80 A device may be able to generate such output transmitted via: 

 Machine communication protocols  such as TCP/IP, Bluetooth, 3G, and 
proprietary NFC formats.81 

 Environmental signals. If a neuroprosthetic device possesses suffi-
ciently advanced computational processes, it might be able to directly 
encode messages in the form of physical output released into the en-
vironment external to its host’s body or perhaps transmitted to its host 
through physical displays82 or virtual reality equipment in the form of 
sensory modalities directly accessible to human beings (such as iden-
tifiable sights, sounds, touches, tastes, smells, and proprioception that 
fall within the human range of perception). 

 Natural human communication  which might take the form of: a) tex-
tual verbal output83 provided to the device’s host (e.g., either as mes-
sages appearing on a physical display screen on the device’s visible 
housing or as messages overlaid in the host’s field of vision, either 
through the use of an external virtual reality display or through the 
direct transmission of signals to the host’s retinal ganglion cells, optic 
nerve, or interneurons in the brain) or to an external user (e.g., as mes-
sages displayed on an external accessory device or sent as ordinary 
emails); b) oral verbal output,84 which might take the form of synthe-
sized speech that is broadcast aloud through an external physical 

                                                 
(2012), and Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
80 See Merkel et al., “Central Neural Prostheses” (2007). 
81 See “FIPA Device Ontology Specification” (2002); Li et al., “Advances and Challenges in Body 
Area Network” (2011); and Tarín et al., “Wireless Communication Systems from the Perspective 
of Implantable Sensor Networks for Neural Signal Monitoring” (2009). 
82 See “FIPA Device Ontology Specification” (2002). 
83 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
84 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010). 
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speaker, that is “heard” by participants within some virtual reality en-
vironment, that is heard by the device’s host through the direct trans-
mission of signals to the host’s cochlear nerve or to interneurons in 
the brain, or that might be generated by the host’s own vocal cords, if 
the device is able to directly stimulate them; or c) nonverbal output 
such as gestures, eye gaze, or tone of voice, which could be displayed 
either by means of the device’s control over its host’s natural body, 
through the device’s control of prosthetic components in the host’s 
body, or through the device’s manifestation as a digital avatar with a 
physical appearance within a virtual reality environment. 

 Host’s biological processes that can potentially be influenced or con-
trolled by the device to produce particular phenomena such as brain 
activity, cardiac rhythms,85 or changes in blood chemistry86 that can be 
noticed and interpreted by the device’s human host. Such patterns 
might be generated within: a) the host’s cognitive activity and patterns, 
which may include the generation or alteration in the human host of 
emotional states, memories, volitions, and sensory percepts;87 b) the 
host’s motor activity,88 through action of the device upon the host’s 
efferent neurons or directly upon muscles; or c) the control of other 
organs of the host, by which the device influences or controls the func-
tioning of other organs and systems within the host’s body, either 
through direct electrochemical stimulation or through the manipula-
tion of other systems within the host’s body to trigger particular re-
sponses by organs. 

Note that messages and information that a neuroprosthetic device trans-
mits using these modalities may not have been generated by the device itself; 
e.g., they may have been stored in the device by its user in advance for later 
transmission, or they could be received live through some sensor and then 
immediately retransmitted by the device. It is also possible for such infor-
mation to comprise an underlying stream of “real” sensory data from the ex-
ternal world that has been altered or augmented in some way, or it may be 

                                                 
85 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
86 See McGee, “Bioelectronics and Implanted Devices” (2008). 
87 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); McGee, “Bioelectronics and Implanted Devices” (2008); and Patil & Turner, “The Devel-
opment of Brain-Machine Interface Neuroprosthetic Devices” (2008). 
88 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); McGee, “Bioelectronics and Implanted Devices” (2008); and Fairclough, “Physiological 
Computing: Interfacing with the Human Nervous System” (2010). 
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wholly fabricated within the neuroprosthetic device (or on an external device 
that transmits it to the neuroprosthetic device), to create a virtual reality en-
vironment to be experienced by the neuroprosthetic device’s host. Such ca-
pacities could potentially be used in harmful (or at least manipulative) ways89 
if the device’s functioning has been compromised by a virus or hacked by an 
unauthorized user. 

Fourth area: data, information, and knowledge received, 
generated, stored, and transmitted 

The information security profile of an implantable neuroprosthetic device 
is shaped not only by the processes through which the device manipulates 
information or the physical locations in which the information is stored but 
also by the kinds of information involved.90 Note that a neuroprosthetic de-
vice may be able to receive, generate, store, and transmit91 types of infor-
mation that the device itself cannot directly interpret or utilize (e.g., en-
crypted files that have been saved to the device by its user). This part of the 
ontology specifies the device’s reception, storage, and transmission of: 

Data regarding the device’s status and diagnostics 
A neuroprosthetic device may handle information about its own internal 

status and functioning, which may be: a) receivable by the device, either from 
components internal to the device or from external monitors; b) generated by 
the device; c) stored on the device (e.g., in the form of logfiles); and d) trans-
mitted by the device (e.g., to remote external components of the neuropros-
thetic system or to medical personnel who are monitoring the device’s status 
to ensure proper functioning). 

Environmental data 
An implantable neuroprosthetic device may handle data about the envi-

ronment exterior to its host’s body similar to those gathered by human sen-
sory organs.92 Such information may be: a) receivable by the device through its 
own sensors or from afferent neurons in the host’s body; b) generated by the 
device; c) stored on the device before or after undergoing processing; and d) 
transmitted by the device (e.g., to its human host as though it were sense data 
obtained directly by the host’s own sensory organs, or to external systems or 
individuals who might use the data in teleoperation of the device). 

                                                 
89 Regarding possibilities of neuroprosthetics being used to provide false data or information to 
their hosts or users, see McGee, “Bioelectronics and Implanted Devices” (2008), p. 221. 
90 See Rao & Nayak, The InfoSec Handbook (2014). 
91 See Li et al., “Advances and Challenges in Body Area Network” (2011). 
92 See McGee, “Bioelectronics and Implanted Devices” (2008). 
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Data regarding the host’s physical status and biological 
processes 

A neuroprosthetic device may handle highly sensitive information about 
the identity, location, health, and biological processes of its human host.93 
Such information may be: a) receivable by the device (e.g., through sensors 
directly monitoring the host’s biological processes94); b) generated by the de-
vice; c) stored on the device after being gathered and processed by the device;95 
and d) transmitted by the device (e.g., through wireless communication to 
medical personnel who are remotely monitoring the host’s medical condition 
and controlling the device to administer telemedicine services96). 

Data regarding the host’s cognitive activity and patterns 
In addition to information about more general biological processes, an im-

plantable neuroprosthetic device with the appropriate form of neural connec-
tivity could potentially receive, generate, store, and transmit – in at least lim-
ited fashion – information about the contents of its host’s cognitive pro-
cesses,97 including emotional states, memories,98 and volitions.99 Such infor-
mation might be: a) receivable by the device (e.g., through a BCI that can re-
motely detect activity in the host’s brain or which interacts directly with in-
terneurons in the brain through artificial synapses); b) generated by the device 
(e.g., through its analysis of other data); c) stored on the device for later pro-
cessing and analysis, even if the device itself is incapable of performing such 

                                                 
93 See Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010), and Kosta & Bowman, “Implanting Implications: Data Protection Challenges Arising from 
the Use of Human ICT Implants (2012). 
94 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
95 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
96 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012). 
97 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012); Fairclough, “Physiological Computing: Interfacing with the Human Nervous System” 
(2010); Tarín et al., “Wireless Communication Systems from the Perspective of Implantable Sen-
sor Networks for Neural Signal Monitoring” (2009); and Widge et al., “Direct Neural Control of 
Anatomically Correct Robotic Hands” (2010). 
98 For the possibility of developing mnemoprosthetics, see Han et al., “Selective Erasure of a Fear 
Memory” (2009), and Ramirez et al., “Creating a False Memory in the Hippocampus” (2013). 
99 See McGee, “Bioelectronics and Implanted Devices” (2008). 
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analysis; and d) transmitted by the device100 (e.g., to external medical systems 
for purposes of analyzing the user’s neurological condition or to remote sys-
tems where the neural activity can be used to control prosthetic limbs or 
other robotic devices). 

Procedural knowledge 
Procedural knowledge is the body of information needed to perform par-

ticular tasks; in the context of a neuroprosthetic device such knowledge 
might be: a) receivable by the device (e.g., in the form of downloadable pack-
ages that provide a device with instructions – perhaps including linguistic, 
social, and cultural information – on how to interact with its human host or 
user in particular situations); b) generated by the device; c) stored on the device 
(e.g., in the form of software101 that guides the device’s routine functioning 
and specifies how it should carry out particular actions in response to unique 
events or circumstances); and d) transmitted by the device  (e.g., in the form 
of device drivers or other files sent to external devices to allow them to con-
nect with the device and utilize its resources). 

Declarative knowledge 
A neuroprosthetic device may handle descriptive or declarative 

knowledge in a format that is readily comprehensible to (and may have been 
prepared by) human beings.102 This might include information contained in 
everyday correspondence like emails or text messages or the contents of doc-
uments downloaded from the Internet. Such information may be: a) receiva-
ble by the device (e.g., through electronic messages composed by the device’s 
user, downloaded from websites through wireless Internet connections, or 
recorded in the form oral conversations that undergo speech-to-text pro-
cessing); b) generated by the device; c) stored on the device (e.g., as ordinary 
text files); and d) transmitted by the device (e.g., in the form of messages or 
alerts sent to the device’s human host or content downloaded from websites 
and available on demand for transmission to the host’s sensory system for the 
host to experience). 

                                                 
100 See Tarín et al., “Wireless Communication Systems from the Perspective of Implantable Sen-
sor Networks for Neural Signal Monitoring” (2009). 
101 See “FIPA Device Ontology Specification” (2002). 
102 See McGee, “Bioelectronics and Implanted Devices” (2008). 

Chapter 4, "An Information Security Device Ontology for Advanced Neuroprosthetics," 
an excerpt from Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics, 
ISBN 978-0-692-50161-0, Indianapolis: Synthypnion Academic, 2015, pp. 107-27.



1126  •   

 
 
 
 
Toward developing a comprehensive information security 
framework 

In Figure 2 below we can see a sample representation of how the various 
parts of the ontology are instantiated and interrelate with one another in the 
case of a particular hypothetical implantable neuroprosthetic device. 

 

 

 
Figure 2. One possible implementation of an implantable neuroprosthetic device, 
reflecting a unique profile of characteristics that can be captured and described by the 
device ontology for information security presented in this chapter. 
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One can use this ontology to prepare an information security profile for a 
particular device by working through the ontology step-by-step and specify-
ing the particular characteristics that the device (and its broader support sys-
tem) possesses or demonstrates for each of the items. Once one possesses a 
completed ontology for a particular neuroprosthetic device – and thus under-
stands its basic technical specifications and operational context – one can 
then apply the two-dimensional information security framework developed 
in the following chapter to understand the impacts that the device will have 
on its human host and the device’s implications for the information security 
of its device-host system. 
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