
 

 

DDeveloping a two-dimensional cognitional security 
framework 

In this chapter we develop a two-dimensional conceptual framework for 
cognitional security. The first dimension includes nine essential information 
security attributes or goals for neuroprosthetic devices and device-host sys-
tems, namely confidentiality, integrity, availability, possession, authenticity, 
utility, distinguishability, rejectability, and autonomy. Each of these attributes 
relates to the device-host system as understood at three different levels, 
which comprise the second dimension of the framework; the levels are those 
of the device’s host understood as sapient metavolitional agent, embodied em-
bedded organism, and social and economic actor. Below we present this 
framework in detail and consider its implications for information security for 
advanced neuroprosthetic devices. 

Defining security goals for the entire device-host system: nine 
essential attributes 

One of the most fundamental ways of understanding information security 
is through a framework of essential characteristics that a system must possess 
in order to be secure. One can understand these characteristics as the security 
“attributes” that an ideal system would possess. However, in practice such 
characteristics can never be perfectly achieved, and thus rather than envi-
sioning them as a system’s optimal state, they can instead be understood as 
the security “goals” that one is perpetually striving to attain through the pro-
cess of information security. 

Denning et al. propose a model of “neurosecurity” for neuroprosthetic de-
vices that strives for “the protection of the confidentiality, integrity, and avail-
ability of neural devices from malicious parties with the goal of preserving the 
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safety of a person’s neural mechanisms, neural computation, and free will.”1 
While that model provides an excellent starting point (especially with regard 
to contemporary types of neuroprosthetic devices that are already in use), in 
itself it is not sufficiently specific or robust to drive the development of ma-
ture and highly effective information security plans, mechanisms, and prac-
tices that will be capable of protecting neuroprosthetic devices and device-
host systems from the full range of threat sources, including expertly skilled 
and intensely motivated adversaries. In particular, a strong and more com-
prehensive information security framework will be needed to protect the 
kinds of highly sophisticated (and even posthuman) neuroprosthetic devices 
and device-host systems that are expected to become a reality within the 
coming years and decades. 

The cognitional security framework that we develop here for a device-host 
system utilizing advanced neuroprosthetics includes nine security goals or 
attributes: three are the elements of the classic CIA Triad (confidentiality, 
integrity, and availability);2 three are additional characteristics developed by 
Donn Parker in his security hexad (possession, authenticity, and utility);3 and 
three are new characteristics which we have identified as being uniquely rel-
evant for the security of advanced neuroprosthetics (distinguishability, re-
jectability, and autonomy).4 Below we briefly define each of these security 
goals, with particular reference to their relevance for advanced neuropros-
thetics. 

Confidentiality 
In the context of an advanced neuroprosthetic system, we can define con-

fidentiality as “limiting the disclosure of information to only those sapient 
agents that are authorized to access it.” 

Note that according to this understanding, confidentiality has only been 
breached if the information is accessed by another “sapient agent” (such as a 
human being) who is not authorized to do so. For example, imagine that a 
neural implant is able to detect and record the contents of my thoughts and 

                                                 
1 See Denning et al., “Neurosecurity: Security and Privacy for Neural Devices” (2009). 
2 Rao & Nayak, The InfoSec Handbook (2014), pp. 49-53. 
3 See Parker, “Toward a New Framework for Information Security” (2002), and Parker, “Our Ex-
cessively Simplistic Information Security Model and How to Fix It” (2010). 
4 There is ongoing debate about the number and relationship of information security goals and 
attributes. Other attributes identified by some, such as “completeness” and “non-repudiation/ac-
curacy” (see Dardick’s analysis of IQ, CFA, and 5 Pillars in Dardick, “Cyber Forensics Assurance” 
(2010)) or “accountability” and “assurance” (NIST SP 800-33 (2001), p. 3) are not explicitly con-
sidered here as independent objectives. 
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– without my knowledge – is wirelessly transmitting a record of this data to 
create a “backup copy” of my thoughts on an external computer. While this 
means that I no longer have sole control or “possession” of the information 
(as defined below), the creation of such an unauthorized external backup of 
my thoughts does not in itself represent a loss of confidentiality, as long as 
the information stored on the external computer is not viewed by some un-
authorized person. Confidentiality applies not only to the data stored within 
a system but also to information about the system itself,5 insofar as 
knowledge about a system’s design, functioning, and vulnerabilities makes it 
easier for unauthorized parties to plan an attack on the system.  

Our definition of confidentiality in relation to neuroprosthetics builds on 
existing definitions of confidentiality used in the field of information security. 
For example, confidentiality has previously been defined as “the requirement 
that private or confidential information not be disclosed to unauthorized in-
dividuals. Confidentiality protection applies to data in storage, during pro-
cessing, and while in transit.”6 Parker defines confidentiality as the “Limited 
observation and disclosure of knowledge.”7 Alternatively, it can be under-
stood as “Preserving authorized restrictions on information access and dis-
closure, including means for protecting personal privacy and proprietary in-
formation.”8 Glenn Dardick proposes a model of Cyber Forensics Assurance 
(CFA) in which confidentiality is understood as “ensuring that information is 
accessible only to those authorized to have access.”9  

While ensuring that information is not disclosed to unauthorized parties 
is typically an important organizational goal, preventing the destruction or 
corruption of the information is often an even more important objective. 
Thus NIST SP 800-33 notes that “For many organizations, confidentiality is 
frequently behind availability and integrity in terms of importance. Yet for 
some systems and for specific types of data in most systems (e.g., authentica-
tors), confidentiality is extremely important.”10 As is true for implantable 
medical devices generally, neuroprosthetic devices constitute a class of sys-
tems whose data is often highly sensitive and for which confidentiality is thus 
a great concern. 

                                                 
5 NIST SP 800-33 (2001), p. 2. 
6 NIST SP 800-33 (2001), p. 2. 
7 Parker, “Toward a New Framework for Information Security” (2002), p. 125. 
8 44 U.S.C., Sec. 3542, cited in NIST SP 800-37, Rev. 1 (2010), p. B-2. 
9 Dardick, “Cyber Forensics Assurance” (2010), p. 61. Dardick developed his CFA model by ana-
lyzing and synthesizing definitions developed in frameworks such as the CIA Triad as defined in 
the Federal Information Security Management Act of 2002 (FISMA), the Five Pillars of Infor-
mation Assurance model developed by the US Department of Defense, the Parkerian Hexad, and 
the Dimensions of Information Quality developed by Fox and Miller. 
10 NIST SP 800-33 (2001), p. 2. 
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Integrity 

With regard to an advanced neuroprosthetic system, we can define integ-
rity as “remaining intact, free from the introduction of substantial inaccuracies, 
and unchanged by unauthorized manipulation.” 

As is true for confidentiality, integrity is needed for both the data stored 
within a system as well as for the storage system itself.11 The integrity of in-
formation in advanced neuroprosthetic systems is a complex issue, especially 
in the case of neuroprosthetics that are involved with the mind’s processes of 
forming, storing, and recalling long-term memories. The long-term memo-
ries that are stored within our brain’s natural memory systems already un-
dergo natural processes of compression and degradation over time;12 none of 
our long-term memories presents a perfect replica of the original experience 
that led to formation of the memory. While our memories may, over time, 
lose detail and become more impressionistic, they do not lose “integrity” un-
less the memory has been transformed in such a way that the meaning that 
it does convey is no longer accurate or no longer presents a coherent whole. 
According to our definition, a memory also does not lose integrity simply as 
a result of undergoing manipulation, as long as it is a form of authorized ma-
nipulation that does not introduce substantial inaccuracies. (Thus a neuro-
prosthetic device that uses some algorithm to compress memories by identi-
fying and preserving essential details while eliminating inessential elements 
would not necessarily be damaging the integrity of those memories.) 

Within more generalized existing frameworks for information security, 
data integrity has been defined as “the property that data has not been altered 
in an unauthorized manner while in storage, during processing, or while in 
transit,” and system integrity has been defined as “the quality that a system 
has when performing the intended function in an unimpaired manner, free 
from unauthorized manipulation.”13 It is alternatively understood as “Guard-
ing against improper information modification or destruction, and includes 
ensuring information non-repudiation and authenticity.”14 Parker defines in-
tegrity as the “Completeness, wholeness, and readability of information” and 
the fact that the information remains “unchanged from a previous state.”15 
Dardick’s synthetic CFA model summarizes the joint concept of “Integ-
rity/Consistency” as the “perceived consistency of actions, values, methods, 

                                                 
11 NIST SP 800-33 (2001), p. 2. 
12 See Dudai, “The Neurobiology of Consolidations, Or, How Stable Is the Engram?” (2004). 
13 NIST SP 800-33 (2001), p. 2. 
14 44 U.S.C., Sec. 3542, cited in NIST SP 800-37 (2010), Rev. 1, p. B-6. 
15 Parker, “Toward a New Framework for Information Security” (2002), p. 125. 
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measures and principle – unchanged ‘is it true all of the time?’ (Verifica-
tion).”16 NIST SP 800-33 suggests that “Integrity is commonly an organiza-
tion’s most important security objective after availability.”17 

Availability 
In the context of an advanced neuroprosthetic system, we can define avail-

ability as “the ability to access and experience desired information in a timely 
and reliable manner.” 

This definition of availability differs somewhat from definitions tradition-
ally used in information security. First, it emphasizes that for the user of a 
neuroprosthetic system, it is not sufficient for information to be stored in a 
database from which the user can export or save files with particular subsets 
of information; it is typically important that the user be able to directly expe-
rience the information as an object of his or her conscious awareness (e.g., 
sense data that are presented to one’s mind to be perceived in the form of 
percepts or memories that can be recalled and thus “re-experienced” in one’s 
mind at will). Second, this definition emphasizes that it is not sufficient for a 
user to have access to a vast pool of information, within which the one or two 
pieces of information that the user would actually like to consciously recall 
are lost amidst countless streams of information, most of which are at the 
moment irrelevant to the user’s desires. The users of a neuroprosthetic device 
must be able to quickly and reliably experience in their conscious awareness 
the particular piece of information that they desire. In the case of some neu-
roprosthetics, such as an artificial eye that is conveying sense data from the 
environment, “quickly” experiencing information effectively means that it 
must be presented in real time. 

Ensuring the availability of information involves maintaining both data 
and the system or systems that contain it and provide it to users. More gen-
eralized frameworks for information security have defined availability as the 
assurance “that systems work promptly and service is not denied to author-
ized users;” it involves preventing any “unauthorized deletion of data” or 
other “denial of service or data” that are either inadvertent or intentional in 
nature.18 Availability has alternatively been understood as “Ensuring timely 
and reliable access to and use of information.”19 Parker defines availability 
simply as the “Usability of information for a purpose.”20 Dardick’s synthetic 
CFA model understands the joint concept of “Availability/Timeliness” as the 

                                                 
16 Dardick, “Cyber Forensics Assurance” (2010), p. 61. 
17 NIST SP 800-33 (2001), p. 2. 
18 NIST SP 800-33 (2001), p. 2. 
19 44 U.S.C., Sec. 3542, cited in NIST SP 800-37 (2010), Rev. 1, p. B-2. 
20 Parker, “Toward a New Framework for Information Security” (2002), p. 124. 
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“the degree to which the facts and analysis are available and relevant (valid 
and verifiable at a specific time).”21 

NIST SP 800-33 reports that “Availability is frequently an organization’s 
foremost security objective.”22 Placing such a high priority on availability is 
reasonable, for example, in the case of an advanced neuroprosthetic device 
that provides its user with real-time sense data or support in cognitive pro-
cesses such as memory or volition, where the loss of availability of the device 
and its data at a critical moment could result in injury or death. 

The goals of confidentiality, integrity, and availability display a number of 
mutual interdependencies; for example, if a system’s integrity has been lost, 
its mechanisms for maintaining the confidentiality and availability of its data 
may no longer be functional or reliable.23 Some definitions of availability com-
bine two or more different goals by stating that the objective is not only to 
ensure that data is always available to legitimate users for legitimate purposes 
but also to ensure that it is always unavailable to any person or process that 
is attempting to use the data (or the larger system) for “unauthorized pur-
poses.”24 In the framework presented here for neuroprosthetic devices, ensur-
ing availability does not involve preventing information from being accessed 
by unauthorized parties or authorized parties who would attempt to use the 
information for unauthorized purposes; instead, security goals such main-
taining the possession and confidentiality of information represent those ob-
jectives. 

Possession 
With regard to an advanced neuroprosthetic system, we can define pos-

session as “holding and controlling the physical substrate or substrates in 
which information is embodied.” 

This definition requires that in order to have possession of information, 
the user of a neuroprosthetic device must have sole possession. If two differ-
ent parties own physical copies of some information, then it can be said that 
the information is available to both parties but that neither “possesses” it, 
insofar as neither party, acting individually, has the ability to prevent the cre-
ation of additional physical copies of the information or the distribution of 
such copies to additional parties. 

                                                 
21 Dardick, “Cyber Forensics Assurance” (2010), p. 61. 
22 NIST SP 800-33 (2001), p. 2. 
23 NIST SP 800-33 (2001), p. 4. 
24 NIST SP 800-33 (2001), p. 2. 
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Within the framework of the classic CIA Triad, possession is not explicitly 
defined as a freestanding security goal, however it can be understood implic-
itly as an aspect of confidentiality and, in some cases, a prerequisite for main-
taining integrity and availability. Possession is explicitly delineated as an in-
dependent security goal in the expanded Parkerian Hexad, where it is defined 
as “Holding, controlling, and having the ability to use information.”25 Mean-
while, Dardick’s synthetic CFA model summarizes the joint concept of “Pos-
session/Control” as relating to the “chain of custody” of information.26 

Authenticity 
In the context of an advanced neuroprosthetic system, we can define au-

thenticity as “the quality of in fact deriving from the same source or origin that 
is claimed or supposed to be the information’s source or origin.” 

For example, the human host and user of a set of two artificial eyes might 
reasonably assume that the visual sense data presented by the eyes represents 
an accurate depiction of the physical environment surrounding the eyes’ host. 
If the artificial eyes are presenting the host with the visual experience that he 
is sitting in his office at work while in fact he has been kidnapped and is sit-
ting in a laboratory in the headquarters of a rival company – with his artificial 
eyes having been hacked to provide him with a false impression of his sur-
roundings – we could say that the information being provided by the artificial 
eyes is inauthentic.27 

On the other hand, if – as an alternative means of taking a “vacation” – a 
neuroprosthetic device’s host had purposefully paid a sensory engineer to 
provide him with the visual experience of lounging on a tropical beach while 
in fact he was lying on his couch at home, we might say that this experience 
was “virtual” or “fabricated,” but according to our definition it would not be 
“inauthentic,” because the host knew that the source of his sense data was 
not an actual physical beach surrounding him.28 In other words, the host 
would not be having an experience of lounging on a real beach that is inau-
thentic but rather an authentic experience of lounging on a virtual beach. 

                                                 
25 Parker, “Toward a New Framework for Information Security” (2002), p. 125. 
26 Dardick, “Cyber Forensics Assurance” (2010), p. 61. 
27 For the possibility that a device designed to receive raw data from the external environment 
could have that data replaced with other data transmitted from some external information sys-
tem, see Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Ad-
vantage of Bionic Ears and Eyes” (2012). Regarding the possibility of neuroprosthetics being used 
to provide false data or information to their hosts or users, see also McGee, “Bioelectronics and 
Implanted Devices” (2008), p. 221. 
28 In a similar way, one might say that a novel which claims to be historically accurate but is full 
of errors and anachronisms is “inauthentic,” while the same work – if explicitly marketed as a 
work of fantasy and creative fiction – could not be criticized for being “inauthentic.” 
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Note that according to our definition, in order for some information pro-
vided by a neuroprosthetic device to be inauthentic it is not necessarily re-
quired that someone has explicitly claimed that this particular information is 
accurate or originates from a source that is not its actual source; it is enough 
for the device’s host or user to suppose that the information is originating 
from some source which is, in fact, not the actual source of the data. If a par-
ticular neuroprosthetic device was sold without any claim that it will provide 
accurate and authentic information, but its human user has utilized the de-
vice for some time and has always found it to present an accurate and authen-
tic representation of the physical environment surrounding the user, then the 
user might understandably come to assume that this will always be the case 
in the future. If the device were then hacked and began to present the user 
with a stream of sense data that was inaccurate and did not reflect physical 
reality, that information could well be described as “inauthentic,” from the 
user’s perspective. 

Gray areas may especially arise when neuroprosthetics are being purpose-
fully used to immerse their users in fabricated virtual environments. In gen-
eral, it is more difficult to describe the information presented by a device as 
“inauthentic” if the user knows that the purpose of the device is to present a 
fabricated virtual experience, however it is still possible. For example, imag-
ine that all of a multinational company’s employees use neuroprosthetic de-
vices that create a shared virtual environment in which employees from 
around the world can interact. If a hacker were to manipulate the sense data 
provided to one particular employee so that he or she believed that a 
coworker had just made a statement within the virtual world which, in fact, 
the coworker had never made, the contents of that fabricated statement 
could be understood as inauthentic. 

Within the classic CIA Triad, authenticity is not explicitly described as a 
security goal. It is included in the expanded Parkerian Hexad, where authen-
ticity is defined as the “Validity, conformance, and genuineness of infor-
mation.”29 Dardick’s synthetic CFA model, meanwhile, summarizes the joint 
concept of “Authenticity/Original” as the “quality of being authentic or of es-
tablished authority for truth and correctness – ‘best evidence’ (Validity).”30 

Utility 
With regard to an advanced neuroprosthetic system, we can define utility 

as “the state of being well-suited to be employed for a chosen purpose.” 

                                                 
29 Parker, “Toward a New Framework for Information Security” (2002), p. 125. 
30 Dardick, “Cyber Forensics Assurance” (2010), p. 61. 
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Information is not inherently useful or non-useful; it possesses utility only 
with regard to some particular purpose that has been chosen by a sapient 
agent, such as its human host or user. The same information could be useful 
to one person in one moment but not useful to a different person or in a dif-
ferent moment. 

For example, an artificial eye might generate sense data that is of use to its 
human host in navigating his or her environment, reading, working at a com-
puter, cooking, or carrying out countless other everyday activities but which 
is not useful (and may even be distracting and detrimental) if the user is at-
tempting to meditate, sleep, or concentrate on some mental task. Moreover, 
the device itself ceases to generate information that is even potentially useful 
when the eyelids in front of it are closed.31 Other kinds of advanced neuro-
prosthetics might not generate any information that is immediately useful to 
their host but may generate vast quantities of biological and diagnostic data 
that is useful to the team of medical personnel or engineers who are moni-
toring and controlling a device in order to effectuate some particular out-
comes. 

The concept of utility is not explicitly incorporated into the classic CIA 
Triad – though information’s potential utility could be understood, for exam-
ple, as the reason why one wishes certain information to be “available.” Dar-
dick’s synthetic CFA model summarizes the joint concept of “Utility/Rele-
vance” as providing an answer to the question “Is it useful? / is it the right 
information?”32 As part of his security hexad, Parker defines utility as the 
“Usefulness of information for a purpose”33 – which in the case of an advanced 
neuroprosthetic could be a purpose defined by the device’s human host, by 
medical personnel or “experiential engineers” who maintain and control the 
device with the host’s permission in order to produce particular effects for 
the host, or potentially by an individual or organization that has installed the 
neuroprosthetic without its host’s knowledge or permission and which is uti-
lizing the device to advance objectives that it has determined. The latter 
might be the case, for example, with a neuroprosthetic that is implanted in 
an infant at the request of its parents, in a comatose individual at the request 
of his or her guardian, or by a government agency into its military personnel 
or corporation into employees. In such cases, the questionable legality and 

                                                 
31 Even with the eyelids closed, an artificial eye conveys very basic information about whether 
the external environment surrounding the host is pitch black, moderately illuminated, or 
brightly illuminated. In some cases it may be desirable to eliminate the eyelids’ ability to close 
(e.g., in order to blink or while the host is asleep) in order to allow images recorded by the eyes 
to be stored or transmitted, even if they are not immediately consciously experienced or used by 
the host himself or herself. 
32 Dardick, “Cyber Forensics Assurance” (2010), p. 61. 
33 Parker, “Toward a New Framework for Information Security” (2002), p. 125. 
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ethicality of such operations is not being considered here, only the fact that 
regardless of by whom or for what purpose a neuroprosthetic has been im-
planted, the party who has implanted it will see the device’s ongoing utility 
as an objective to be pursued and whose loss would compromise the device’s 
information security. 

Distinguishability 
In the context of an advanced neuroprosthetic system, we can define dis-

tinguishability as “the ability to differentiate the information to be secured 
from information possessing a different source or nature.” 

In the case of a desktop computer, laptop computer, or mobile device, it 
is relatively easy to distinguish the system and data whose information secu-
rity one is seeking to ensure: such devices are discrete units that can be iden-
tified and physically separated from their environments. Moreover, it is rela-
tively easy to identify what data is stored on the device, whether it be stored 
on a magnetic hard drive, flash memory, ROM, or some other physical sub-
strate. By knowing the boundaries of one’s system and identifying the infor-
mation that is to be protected, one can thus develop a clear information se-
curity strategy. However, because of their close integration with the human 
body and human mind’s own systems for generating, receiving, storing, trans-
mitting, and processing information, it can be difficult to determine: 1) which 
are the synthetic systems and neuroprosthetically derived information which 
the designer, manufacturer, and operator of a neuroprosthetic device may 
possess the legal and ethical authority to control and manipulate (and for 
whose security they may bear both legal and ethical responsibility), and 2) 
which are the natural systems and informational content of the host’s biolog-
ical body and mind – which the operator of a neuroprosthetic device may 
have a legal and ethical responsibility to keep secure, but without necessarily 
possessing a legal basis for controlling, manipulating, or even affecting those 
systems and sources of information.34 If the information provided by a neu-
roprosthetic cannot be distinguished from information emanating from other 
sources, it likely becomes more difficult to ensure the information’s security. 

Consider a human being who has been implanted with retinal implants 
that supply the visual sense data constituting 30% of the person’s field of vi-
sion, while the remaining 70% of the sense data is provided by the person’s 
natural retinal cells. If the person knows which 30% of his field of vision is 

                                                 
34 In respect to the complex questions that arise regarding who bears moral, legal, and financial 
responsibility for activities involving implanted ICT devices, see Roosendaal, “Carrying Implants 
and Carrying Risks; Human ICT Implants and Liability” (2012). 
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being generated by his neuroprosthetics, his information security situation is 
qualitatively different from that of a person who knows that 30% of his field 
of vision is being provided by an artificial device but does not know which 
portion of his field of vision is “synthetic” and which is “natural.” Similarly, 
the user of a mnemocybernetic implant who is able to easily distinguish (e.g., 
through some ineffable inner sensation or awareness) the mnemonic content 
provided by the implant from the mnemonic content stored in his or her 
brain’s natural memory systems faces a different information security situa-
tion than someone who knows that he or she possesses a mnemonic implant 
but has no way of distinguishing memories stored in the implant from mem-
ories stored in the natural mechanisms of his or her brain – and different still 
is the situation of someone who does not even realize that he or she possesses 
a mnemonic implant and who is not even aware that he or she should be 
attempting to distinguish between those memories that are natural and those 
that are neuroprosthetically generated. 

Rejectability 
With regard to an advanced neuroprosthetic system, we can define reject-

ability as “the ability to exclude particular information from one’s conscious 
awareness on the basis of its source, nature, or other characteristics.” 

It is important to ensure that information is available whenever its user 
wishes to access it. However, in the case of a neuroprosthetic device it is at 
least as important to ensure that the information is not involuntarily forced 
into the mind of its host or user when he or she does not wish to access it. 

The ability of advanced neuroprosthetics to forcibly inject experiences – 
whether sense data, memories, emotions, or other mental phenomena – into 
the conscious awareness of their host or user makes it essential that such de-
vices have safeguards to guarantee that their users are not subject to sensory 
overload, brainwashing, or other kinds of psychological or emotional assault. 
This becomes particularly important if, for example, a neuroprosthetic device 
has been implanted in a child, an individual suffering motor impairments, or 
other persons who many not be able to actively adjust or disable the device 
or express their lack of consent to the experience. Cognitional security in-
volves not only being able to bring desired information into one’s mind for 
use but also to keep it out of one’s mind, when desired. 

Autonomy 
In the context of an advanced neuroprosthetic system, we can define au-

tonomy as “the state of a subject that consciously experiences its own use of 
information and which possesses and exercises agency in generating infor-
mation.” 
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This is clearly not an attribute that applies to information stored in a tra-
ditional system, such as the hard drive of a desktop computer. In that case 
neither the information itself nor the computer system containing the infor-
mation possesses a subjective experience of the information, and if the com-
puter can be said to exercise “agency” in generating information, it is only in 
a limited sense (at least, in comparison to human beings), insofar as a con-
ventional computer does not possess its own desires, beliefs, volitions, or con-
science.35 

In the case of a human being implanted with an advanced neuroprosthetic 
device, the information contained within the device does not, in itself, pos-
sess autonomy. However, unless he or she is in a comatose state and thus 
deprived of the ability to consciously experience information or utilize agency 
in generating it, the potential human host of a neuroprosthetic device does 
possess informational autonomy in the sense defined above, and the integra-
tion of the neuroprosthetic device into the host’s neural circuitry to create a 
new device-host system should not be allowed to impair or destroy the host’s 
informational autonomy. In this sense, we can say that preserving the infor-
mational autonomy of the device-host system is an important goal of infor-
mation security. Autonomy is thus the epitome of a new kind of security goal 
and attribute that has not been relevant for the information security of tradi-
tional computerized data-storage systems but which becomes relevant – and, 
indeed, assumes paramount importance – in the case of information stored 
within an advanced neuroprosthetic and the system that it forms with its hu-
man host. 

When working to ensure the security of information contained within a 
hard drive, the hard drive does not possess its own rights or human welfare 
about which we must be concerned. Similarly, a computer running the most 
sophisticated sorts of artificially intelligent software available today may 
demonstrate a limited form of agency, but such a platform is not a moral 
agent that is capable of possessing its own conscience (or “metavolition”) or 
conscious awareness, nor is it (like infants or at least some animals) the sort 

                                                 
35 For the extent to which it is possible for technological devices – whether a conventional desk-
top computer or a far more sophisticated construct such as a social robot or artificial general 
intelligence (AGI) – can possess and demonstrate agency and autonomy and the forms that these 
traits can take, see, e.g., Coeckelbergh, “From Killer Machines to Doctrines and Swarms, or Why 
Ethics of Military Robotics Is Not (Necessarily) About Robots” (2011); Calverley, “Imagining a 
non-biological machine as a legal person” (2008); Hellström, “On the Moral Responsibility of 
Military Robots” (2013); Kuflik, “Computers in Control: Rational Transfer of Authority or Irre-
sponsible Abdication of Autonomy?” (1999); Stahl, “Responsible Computers? A Case for Ascrib-
ing Quasi-Responsibility to Computers Independent of Personhood or Agency” (2006); and 
Friedenberg, Artificial Psychology: The Quest for What It Means to Be Human (2011). 
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of “moral patient” about whose welfare human beings must be concerned 
even though it is not in itself a moral agent. Thus in certain circumstances it 
may be appropriate to destroy a hard drive or computer as part of an overall 
strategy for keeping secure the information contained within it. However, in 
the case of a neuroprosthetic device, maintaining the biological and psycho-
logical welfare of the being into whose organism and mind the device is inte-
grated is typically the greatest priority, and any efforts at securing the neuro-
prosthetic device and information contained within it must not be allowed to 
impair the wellbeing of the device’s human host. 

Note that there is not simply a danger that a device’s built-in information 
security mechanisms might harm its host; it is also possible that the device’s 
mere presence might damage the mind of its host and the information con-
tained within that mind.  Especially in the case of neuroprosthetics that affect 
their host’s processes of memory,36 volition, metavolition,37 emotion,38 and 
conscious awareness,39 there is a possibility that the device might negatively 
impact the host’s possession and exercise of the autonomy, moral agency, 
consciousness, and conscience that are among the defining traits of a human 
being. 

It is possible to conceive of an invasive neuroprosthetic device which, for 
example, replaces sections of the host’s brain in a way that destroys the host’s 
conscious awareness while replacing it with an AI-driven artificial agency 
contained in the device.40 Such concerns regarding authenticity and personal 
identity have already been expressed regarding neural implants used for deep 
brain stimulation to treat conditions such as Parkinson’s disease.41 We can 

                                                 
36 For the possibility of developing mnemoprosthetics, see Han et al., “Selective Erasure of a Fear 
Memory” (2009), and Ramirez et al., “Creating a False Memory in the Hippocampus” (2013). 
37 See, for example, Negoescu, “Conscience and Consciousness in Biomedical Engineering Sci-
ence and Practice” (2009), and Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Con-
tingent Heaven’ for Humans, Robots, and Hybrid Intelligences” (2015). 
38 For the possibility of developing emotional neuroprosthetics, see Soussou & Berger, “Cognitive 
and Emotional Neuroprostheses” (2008); Hatfield et al., “Brain Processes and Neurofeedback for 
Performance Enhancement of Precision Motor Behavior” (2009); Kraemer, “Me, Myself and My 
Brain Implant: Deep Brain Stimulation Raises Questions of Personal Authenticity and Aliena-
tion” (2011); McGee, “Bioelectronics and Implanted Devices” (2008), p. 217; and Fairclough, “Phys-
iological Computing: Interfacing with the Human Nervous System” (2010). 
39 For the possibility of neuroprosthetic devices relating to sleep, see Claussen & Hofmann, 
“Sleep, Neuroengineering and Dynamics” (2012), and Kourany, “Human enhancement: Making 
the debate more Productive” (2013), pp. 992-93. 
40 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015), and Gladden, “’Upgrading’ the Human Entity…” 
(2015). 
41 For the effects of existing kinds of neuroprosthetic devices on the agency (and perceptions of 
agency) of their human hosts, see Kraemer, “Me, Myself and My Brain Implant: Deep Brain Stim-
ulation Raises Questions of Personal Authenticity and Alienation” (2011), and Berg, “Pieces of Me: 
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summarize these concerns and this security goal by stating that a neuropros-
thetic device should support rather than impair the autonomy of its human 
user. 

Prioritizing the information security goals 
Parker notes that – however many security attributes one might define – 

they should be placed in some logical order (such as their order of im-
portance) that adds an additional level of meaning to the list of attributes.42 
If we were to arrange our nine security goals in order of importance as seen 
from the perspective of a generic neuroprosthetic device-host system (and in 
particular, a host’s conscious awareness), a ranking that appears reasonable 
would be: 

 Autonomy of the device-host system, insofar as a neuroprosthetic de-
vice and system that impairs its host’s autonomy, agency, conscience, 
and conscious awareness may actually destroy the most fundamental 
ability of its hostmind to experience and use information, thereby ren-
dering all of the other security attributes irrelevant. 

 Rejectability, as the ability of a hostmind to block out a stream of in-
formation that is causing ongoing pain, sensory overload, or physical 
or psychological trauma is arguably more important than the mind’s 
ability to access information that is beneficial and useful. 

 Integrity, which, if lost, would likely diminish or destroy information’s 
utility and authenticity and render possession of the information of 
little value. 

 Utility, as there is little need to ensure, e.g., the availability or posses-
sion of information if it is ultimately of no use to the neuroprosthetic 
device’s user. 

 Availability, which may be crucial for information provided by some 
neuroprosthetics (e.g., sense data provided by an artificial eye should 
be in real time, in order to synchronize with data provided by other 
sensory organs and allow real-time motor control) but less important 
for information provided by others (e.g., a delay in pulling up certain 
kinds of long-term memories stored in a memory implant may be per-
missible). 

                                                 
On Identity and Information and Communications Technology Implants” (2012). 
42 Parker, “Our Excessively Simplistic Information Security Model and How to Fix It” (2010), p. 
17. 
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 Confidentiality, insofar as a neuroprosthetic device may potentially al-
low outside agents to access the contents of its user’s volitions, mem-
ories, emotions, and other intimate mental processes whose contents 
the user would very much like to keep private. 

 Authenticity, insofar as information that is “false” or “inauthentic” (e.g., 
fabricated sense data that intentionally misleads the device’s user into 
believing that he is walking through a forest while in fact he is lying 
on a bed in a hospital) may still be of great value to the device’s host 
and operator as long as it is useful and available. 

 Possession, as the long-term holding and control of some information 
provided by neuroprosthetics (such as long-term memories) may be 
important, but the ability to store long-term and to control of other 
kinds of information (such as a complete permanent record of all the 
visual information that one has experienced through one’s retinal im-
plants) that are generally experienced by the mind only instantane-
ously is something that human beings do not currently enjoy and may 
not expect. 

 Distinguishability, insofar as it may not be important to distinguish 
neuroprosthetically supplied from naturally supplied information, as 
long as the neuroprosthetically supplied information possesses all of 
the other security attributes. However, distinguishability becomes an 
important tool that is useful for pursuing information security in cases 
where other attributes are lacking and specific vulnerabilities, threats, 
or risks need to be addressed. 

Note that if one accepts this ordering, two of the three new security goals 
for advanced neuroprosthetics that have been introduced in this chapter turn 
out to be more important than any of the goals traditionally defined in the 
CIA Triad and Parkerian Hexad. This highlights the danger of assuming that 
security goals that were developed with previous standalone computer sys-
tems (e.g., desktop or laptop computers) in mind will provide an adequate 
basis for ensuring information security for new kinds of neuroprosthetic de-
vices that are intimately interconnected with the biological and mental pro-
cesses of a human user. This underscores the need to develop new and more 
robust “cognitional security frameworks” for such brain-machine interfaces. 

Although the ranking of security attributes just proposed appears reason-
able as a generic approach, many alternative rankings are possible. While Par-
ker seems to suggest that there may be a single most logical way of ordering 
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security attributes,43 other experts note that different organizations will pri-
oritize security attributes in different ways,44 based on each organization’s 
unique mission and the role that information and information technology 
play within it. In the case of an advanced neuroprosthetic system, any prior-
itized ordering of security attributes includes many implicit value judgments 
about the relative importance of various objectives, and different individual 
hosts or users of neuroprosthetic implants might rank the attributes in quite 
different ways. 

For example, for some device hosts who are powerful political figures or 
business leaders, ensuring the confidentiality of information contained 
within their minds might be the ultimate priority, insofar as that information 
may include classified national security plans that must not be allowed to fall 
into the hands of hostile states or trade secrets that could be exploited by 
competing firms; moreover, the person’s mind may contain information (e.g., 
long-term memories dating back to childhood) which, if acquired by unau-
thorized parties, could provide a basis for blackmail, extortion, or other illicit 
manipulation. On the other hand, other users might be willing to accept a 
loss of confidentiality, if in return their neuroprosthetics would grant them 
new sensorimotor or cognitive capacities, allow them to interact socially in 
new ways, or provide them with other advantages that outweigh the loss of 
confidentiality. Indeed, there is even reason to believe that over time, some 
human beings may come to embrace the use of neuroprosthetics that allow 
members of a community to mutually experience one another’s thoughts – 
thereby purposefully reducing the confidentiality of information contained 
within their minds in order to forge new kinds of political dialogue and social 
relations; in such cases, a loss of confidentiality could be experienced as 
something “liberating” that advances openness and honesty rather than 
something frightening and oppressive.45 

Similarly, some users may give paramount value to the authenticity of the 
information being conveyed by their neuroprosthetic device. Such users 
might prefer to have an artificial eye which, for example, provides them with 
a stream of low-resolution visual sense data that is not particularly useful but 
which they know is “authentic” (i.e., it accurately reflects the objective phys-
ical reality of the environment surrounding them) rather than to possess an 
artificial eye that provides flawless high-resolution video but which can easily 

                                                 
43 Parker, “Our Excessively Simplistic Information Security Model and How to Fix It” (2010), p. 
17. 
44 NIST SP 800-33 (2001), p. 2. 
45 See Gladden, “’Upgrading’ the Human Entity…” (2015). 
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be hacked by unauthorized parties – so that the device’s user never knows 
whether the world that they are seeing actually exists or whether it is a false 
or virtual environment that they are experiencing as a result of fabricated 
sense data that is being fed to their neuroprosthetic device by a malicious 
hacker. 

When prioritizing the information security goals for a particular advanced 
neuroprosthetic system, the system’s designer should thus take into account 
factors such as: 

 The market segment(s) of potential users at whom the device is being 
targeted. 

 The unique information security needs and concerns displayed by 
those groups. 

 The ways in which the information security characteristics of the neu-
roprosthetic device itself, physical maintenance services, software up-
dates, and other products and services offered by the manufacturer 
will integrate with the existing information security systems, services, 
and priorities maintained by institutions (such as an employer, school, 
health care provider, or government agency) that already bear respon-
sibility for ensuring those users’ information security. 

Moreover, in order for the potential user of a neuroprosthetic device to 
choose the device that is best for him or her and to provide informed consent 
for its implantation, the relative prioritization of information security goals 
that have been incorporated into the device’s design and functioning should 
be disclosed to the potential user in the relevant marketing materials and pre-
implantation counseling. 

Understanding the security goals at three levels 
The human host of an advanced neuroprosthetic device intertwines his or 

her personal informational security with that of the system on different levels, 
each of which has distinct information security challenges and characteristics 
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that must be taken into consideration.46 We must consider the neuroprosthe-
tically enabled human being on at least three different levels:47 

1) The human being as a sapient metavolitional agent, a unitary mind 
that possesses its own conscious awareness, memory, volition, and 
conscience (or “metavolitionality”48)). 

2) The human being as an embodied embedded organism that inhabits 
and can sense and manipulate a particular environment through the 
use of its body. 

3) The human being as a social and economic actor who interacts with 
others to form social relationships and to produce, exchange, and 
consume goods and services.49 

                                                 
46 Note that while considering the human host of a neuroprosthetic device separately as a sapient 
mind, embodied biological organism, and social and economic actor is useful for ensuring that 
one does not overlook any of the information security issues that become especially apparent 
when considering the human host in one of those capacities, in reality these three roles are al-
ways fused and deeply interrelated, if not wholly inextricable from one another. In future posthu-
man contexts in which very sophisticated neuroprosthetic devices have been deployed, it may 
sometimes be clear, for example, that a particular human being has become “infected” by a par-
ticular idée fixe that occupies all of his or her thoughts or wrapped up in a relationship (such as 
one of love, loyalty, or hatred) that consumes all of the person’s energy and attention – but it 
may be unclear whether the source of the phenomenon – the “vector” that introduced it into the 
person’s life and being – was a biological vector (such as a biological virus or biochemical agent 
that has affected the person neurologically or physiologically), an electronic vector (such as 
glitches that occurred in the gathering of sense data or storage of memories by an implant or a 
computer worm or virus that has infected the synthetic components of the device-host system), 
or a social vector (such as acts of inspiration, persuasion, seduction, blackmail, or myth-building 
performed by other intelligent agents and directed at the person). For a use of actor-network 
theory (ANT) to explore the ways in which, for example, a single “idea” might manifest itself 
through diverse biological, mental, technological, and social phenomena or activity and the com-
plexities involved with untangling biological and technological symbioses and power relations 
within such a posthuman context, see Kowalewska, “Symbionts and Parasites – Digital Ecosys-
tems” (2015). 
47 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). The reminder of this chapter draws heavily on that work. 
48 See Calverley, “Imagining a non-biological machine as a legal person” (2008), for an explana-
tion of the relationship of second-order volitions to conscience and Gladden, “Tachikomatic Do-
mains: Utopian Cyberspace as a ‘Contingent Heaven’ for Humans, Robots, and Hybrid Intelli-
gences” (2015), for use of the word “metavolitional” in this context regarding to neuroprosthetic 
devices. 
49 The financial and economic aspect of a neuroprosthetic device’s impact is important, insofar 
as financial considerations influence the kind and degree of security measures that can be im-
plemented by individual or institutional users of neuroprosthetic devices, and efforts to compro-
mise information security and illicitly acquire information often have a financial component 
(e.g., as part of a planned scheme for blackmail, corporate espionage, or sale of the information). 
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At each of these three levels, a neuroprosthetic device integrates with its 
host’s own natural capacities to create a device-host system whose unique 
characteristics may create powerful new tools that can assist with ensuring 
the system’s information security, dramatic new vulnerabilities that under-
mine the system’s information security, or both. Below we consider some new 
capacities and limitations that a neuroprosthetic device can provide its hu-
man host at each of the three levels and describe the impact that these new 
characteristics can have on pursuit of the nine security goals. 

Functional vs. information security impacts 
Note that there is no direct correlation between a neuroprosthetic device 

having an overall functional impact on its host that is considered positive or 
negative and its having a more specific information security impact that is 
considered positive or negative. Some of the new neuroprosthetically facili-
tated characteristics which might be considered beneficial from the host or 
user’s perspective (due to the new functional capacities that they provide) 
may be considered harmful and disadvantageous from the perspective of the 
InfoSec professionals who are charged with ensuring the host’s information 
security, insofar as the characteristics create egregious new vulnerabilities. 
Conversely, some feature of a neuroprosthetic device that is generally consid-
ered undesirable from the perspective of its host (because it limits or con-
straints the host in some way) might be considered advantageous from an 
information security perspective, insofar as it provides a new layer of defense 
that protects information contained within the host’s biological systems or 
mental processes from access by unauthorized parties. 

Impacts on a host vs. impacts on a user 
Note also that the impacts that a particular neuroprosthetic device has on 

the information security of its human host may differ significantly (and even 
be diametrically opposed to) the impacts that it has on the information secu-
rity of its operator or user, if the host and user are different persons. In cases 
where the host and user are different individuals, this cognitional security 
framework should be applied separately to the device’s host and its user and 
due attention should be paid to the impacts result for each person. 

The human host as sapient metavolitional agent 
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FUNCTIONAL CAPACITIES CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the new functional capacities that a neuropros-
thetic device can provide its host or user in his or her role as a sapient metavo-
litional agent and the potential impact that these capacities might have on 
the information security of the host-device system.50 

Enhanced memory, skills, and knowledge stored within the mind (engrams) 

Building on current experimental technologies that are being tested in 
mice, future neuroprosthetics may offer human users the ability to create, 
alter, or weaken memories that are stored in their brains’ natural memory 
systems in the form of engrams.51 This could potentially be used not only to 
affect a user’s declarative knowledge but also to enhance motor skills or re-
duce learned fears. 

Tremendous technological challenges would need to be overcome in order 
to someday develop a neuroprosthetic device that allows for the precise “ed-
iting” of extant human memories or creation of complex new memories 
within the brain’s naturally existing memory systems. Indeed, the exact struc-
tures and processes used by the brain to encode, store, and retrieve long-term 
memories are still shrouded in mystery, and researchers have proposed di-
vergent theories to account for the way in which the brain stores engrams.52 
If, for example, a model such as the Holonomic Brain Theory is correct, then 
any efforts to make precise adjustments to existing memories by manipulat-
ing neurons in a particular portion of the brain may prove futile, as each 
memory may be stored holographically across the brain’s entire neural net-
work.53 Although researchers have succeeded in understanding many of the 
large-scale synaptic structures and basic electrochemical functioning of neu-
ral synapses – and are making rapid progress at developing artificial neurons 
that can replicate key elements of this observed synaptic functioning – there 
is still considerable debate about the extent to which these simple, large-scale 

                                                 
50 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
51 See Han et al., “Selective Erasure of a Fear Memory” (2009); Ramirez et al., “Creating a False 
Memory in the Hippocampus” (2013); McGee, “Bioelectronics and Implanted Devices” (2008); 
and Warwick, “The cyborg revolution” (2014), p. 267. 
52 See, for example, Dudai, “The Neurobiology of Consolidations, Or, How Stable Is the Engram?” 
(2004). 
53 See Longuet-Higgins, “Holographic Model of Temporal Recall” (1968); Pribram, “Prolegome-
non for a Holonomic Brain Theory” (1990); and Pribram & Meade, “Conscious Awareness: Pro-
cessing in the Synaptodendritic Web…” (1999). 
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synaptic structures and actions within the brain are responsible for the crea-
tion, storage, and recall of long-term memories.54 Elements of the Holonomic 
Brain Theory, for example, suggest that much more sophisticated and diffi-
cult to observe interactions between neurons (such as those within the “syn-
aptodendritic web”55) – may play essential roles in the memory process that 
we have barely begun to comprehend. The development of a neuroprosthetic 
device that can successfully integrate with the brain’s neural circuitry in order 
to support, expand, control, or replace the brain’s natural mechanisms for 
creating, storing, and recalling complex engrams is not expected to occur 
soon, and – depending on which theories of the brain’s memory processes 
prove correct – it may not even be theoretically possible at all. 

However, if one assumes that such a technology could be developed, it is 
clear that it would have major implications for the security of information 
held within the long-term memory of its host and user. If a device allowed 
external agents to access and copy the mind’s engrams, this would imperil 
that information’s confidentiality as well as the host’s possession of it. The 
ability to edit or delete existing engrams would threaten the information’s 
integrity, utility, availability, and authenticity for the host. If the device were 
able to forcibly recall particular memories to the host or user’s conscious 
awareness against his or her will, it would undermine the rejectability of that 
information. If the device gave an external agent the wholesale ability to de-
lete, replace, or manipulate the host’s memories, this could potentially reduce 
the host’s autonomy by eliminating his or her own ability to exercise agency 
in generating mnemonic contents. If the device were integrated seamlessly 
into the brain’s natural mnemonic systems, from the host and user’s perspec-
tive the (potentially inauthentic) memories generated by the neuroprosthetic 
device might lack distinguishability from natural memories that were gener-
ated by some actual experience in the host’s past. 

Enhanced creativity 

A neuroprosthetic may be able to enhance a mind’s powers of imagination 
and creativity56 by facilitating processes that contribute to creativity, such as 
stimulating mental associations between unrelated items. Anecdotal in-
creases in creativity have been reported to result after the use of neuropros-
thetics for deep brain stimulation.57 

                                                 
54 For example, see Dudai, “The Neurobiology of Consolidations, Or, How Stable Is the Engram?” 
(2004). 
55 See Pribram & Meade, “Conscious Awareness: Processing in the Synaptodendritic Web…” 
(1999). 
56 See Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012), pp. 23-24. 
57 See Cosgrove, “Session 6: Neuroscience, brain, and behavior V: Deep brain stimulation” (2004), 
and Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
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If such a device were able to force new thoughts into its host’s mind 
against his or her will, that information would lack rejectability, and the de-
vice might undermine autonomy by interfering with or overriding the host’s 
ability to generate his or her own creative thoughts. Moreover, by forcing un-
wanted and distracting memories into the host’s conscious awareness, this 
could interfere with the host’s efforts to access other information contained 
within his or her memory, thereby reducing the availability, utility, and po-
tentially integrity of the latter information. If the host could never be sure 
whether new ideas had been generated by his or her own imagination or by 
the device, those ideas would lack distinguishability. The ability of outside 
agents to access ideas generated by the device would undermine that infor-
mation’s confidentiality and the host’s possession of it. 

Enhanced emotion 

A neuroprosthetic device might provide its host with more desirable emo-
tional dynamics and behavior.58 Effects on emotion have already been seen, 
for example, with devices used for deep brain stimulation.59 

If such a device allowed external agents to detect the host’s internal emo-
tional states, the device would be undermining the user’s possession and the 
confidentiality of that information. If the device could force emotional con-
tent into the host’s conscious awareness, that information would lack reject-
ability and could undermine the host’s autonomy. Insofar as such involuntary 
emotional dynamics distort or render impossible the host’s ability to effi-
ciently access and use other information, the availability, utility, and perhaps 
integrity of such information would suffer. 

On the other hand, in the case of a host whose previous severe emotional 
disturbances had made it difficult or impossible for the person to calmly and 
efficiently access utilize information contained within his or her memory or 
provided by the external environment, the use of such a device could poten-
tially enhance the availability and utility of such information. If a person is 
prone to fits of uncontrollable anger, jealousy, or pride during which he or 
she lashes out and reveals his or her deepest and harshest criticisms of others 
or other personal secrets, the use of a neuroprosthetic device to limit such 
frustrations and outbursts could aid the person in maintaining the confiden-
tiality and possession of information which, in moments of greater rationality, 

                                                 
(2012). 
58 McGee, “Bioelectronics and Implanted Devices” (2008), p. 217. 
59 See Kraemer, “Me, Myself and My Brain Implant: Deep Brain Stimulation Raises Questions of 
Personal Authenticity and Alienation” (2011). 
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the person would admit that he or she has no desire to reveal. By giving the 
user greater control over his or her emotions, such a device could enhance 
the person’s own agency (and thus informational autonomy) and increase the 
rejectability of unwanted thoughts and feelings that the user was previously 
unable to block out of his or her mind. 

Enhanced conscious awareness 

Research is being undertaken to develop neuroprosthetics that would al-
low the human mind to, for example, extend its periods of attentiveness and 
limit the need for periodic reductions in consciousness (i.e., sleep).60 

By enhancing the mind’s attentiveness and ability to spend extended pe-
riods of time focused on accessing and processing information, such a device 
could indirectly enhance the availability and utility of information for its host. 
Enhancing and extending the host’s conscious awareness could also tempo-
rally expand (if not otherwise qualitatively change) the host’s ability to exer-
cise agency and autonomy in the accessing and use of information. On the 
other hand, if the device is capable of forcibly compelling the host to focus 
his or her conscious awareness on a particular piece of information, that 
would limit the rejectability of that information and weaken the host’s auton-
omy. Moreover, if the device could be misused to reduce the host’s conscious 
awareness, this would impair his or her ability to subjectively experience in-
formation and thus reduce the host’s autonomy. 

Enhanced conscience 

If a “volition” is understood as a belief about the outcome of some action 
and a desire for that outcome,61 then one’s conscience can be understood as 
one’s set of second-order volitions or “metavolitions,” desires about the kinds 
of volitions that one wishes to possess.62 Insofar as a neuroprosthetic device 
enhances processes of memory and emotion63 that allow for the development 
of one’s conscience, the device may enhance one’s ability to develop, discern, 
and follow one’s conscience.64 

A neuroprosthetic device that is capable of altering a host’s most funda-
mental desires and assessment of what is “right” and “wrong” would have ma-
jor implications for information security – most noticeably in either strength-

                                                 
60 Kourany, “Human enhancement: Making the debate more Productive” (2013), pp. 992-93. 
61 Calverley, “Imagining a non-biological machine as a legal person” (2008), pp. 528-30. 
62 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015). 
63 Calverley, “Imagining a non-biological machine as a legal person” (2008), pp. 532-34. 
64 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015). 
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ening or undermining the host’s informational autonomy and potentially im-
pairing the integrity and availability of the information that would be con-
veyed by the host’s unaugmented conscience in the absence of such a device. 
By affecting the host’s metavolitions, such a device would over time alter the 
rejectability and availability of information contained in the host’s first-order 
volitions. If such a device provides the host with metavolitions that are deter-
mined by (and thus known to) some external agency, the host’s previous 
metavolitions (over which he or she presumably exercised possession and sole 
control) would be replaced by new metavolitions lacking confidentiality and 
sole possession by the user. 

FUNCTIONAL IMPAIRMENTS CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the functional impairments that a neuropros-
thetic device might create for its host at the level of his or her internal mental 
processes and the impact that these impairments might have on the infor-
mation security of the host-device system.65 

Loss of agency 

A neuroprosthetic may damage the brain or disrupt its activity in a way 
that reduces or eliminates the ability of its human user to possess and exercise 
agency.66 Moreover, the knowledge that this can occur may lead users to 
doubt whether their volitions are really “their own,” an effect that has been 
seen with neuroprosthetics used for deep brain stimulation.67 

A neuroprosthetic device that produces a general loss of agency would 
clearly have a negative impact on its host’s informational autonomy by reduc-
ing the host’s ability to possess and exercise agency in generating infor-
mation. It could also indirectly reduce the rejectability of unwanted infor-
mation and the availability of desired information. 

Loss of conscious awareness 

A neuroprosthetic may diminish the quality or extent of its host’s con-
scious awareness, e.g., by inducing daydreaming or increasing the required 
amount of sleep. A neuroprosthetic could potentially even destroy its user’s 

                                                 
65 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
66 McGee, “Bioelectronics and Implanted Devices” (2008), p. 217. 
67 See Kraemer, “Me, Myself and My Brain Implant: Deep Brain Stimulation Raises Questions of 
Personal Authenticity and Alienation” (2011). 

Chapter 5, "A Two-dimensional Framework of Cognitional Security for Advanced Neuroprosthetics," 
an excerpt from Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics, 
ISBN 978-0-692-50161-0, Indianapolis: Synthypnion Academic, 2015, pp. 129-168.



   •  153 

capacity for conscious awareness (e.g., by inducing a coma) but without caus-
ing the death of his or her biological organism.68 

A neuroprosthetic device that produces a loss of conscious awareness on 
the part of its host would have a negative impact on its host’s informational 
autonomy similar to that produced by a loss of agency; if the host’s ability to 
subjectively experience information is completely destroyed, then other at-
tributes such as the integrity, utility, and availability of information for that 
host would become largely irrelevant, as there would no longer be a “host” to 
whom the information could be presented. 

Dependency of internal cognitive processes on external systems 

Although the portion of a neuroprosthetic device that directly interfaces 
with its host’s neural circuitry may be implanted in the host’s body, it is pos-
sible that internal processing, memory, and power constraints may force the 
device to regularly offload some information to an external system for pro-
cessing (e.g., through a wireless data link) or to receive instructions from the 
external system; in this way, the “internal” cognitive processes of the device’s 
host may no longer be taking place solely within the relatively easily pro-
tected space of the host’s brain and body but within an array of physically 
disjoint systems that communicate through channels that may be subject to 
accidental disruption or intentional manipulation. 

The restructuring of the host’s cognitive processes in such a way increases 
the possibility of a loss of autonomy and reduction in the integrity, availability, 
confidentiality, authenticity, and possession of information contained in those 
cognitive processes. On the other hand, use of external systems to support or 
create a “backup copy” of the host’s internal cognitive processes could poten-
tially also aid in the diagnosis and treatment of cognitive disorders, increased 
efficiency and power in the mind’s cognitive processing, and the restoration 
of information that otherwise would have been lost to or by the brain’s inter-
nal cognitive processes – all of which might contribute to an increase in au-
tonomy and the integrity, availability, and utility of information. 

Inability to distinguish a real from a virtual ongoing experience 

If a neuroprosthetic device alters or replaces its host’s sensory perceptions, 
it may make it impossible for the user to know which (if any) of the sense 
data that he or she is experiencing corresponds to some actual element of an 
external physical environment and which is “virtual” or simply “false.”69 

                                                 
68 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015). 
69 For the possibility that a device designed to receive raw data from an external environment 
could have that data replaced with other data transmitted from some external information sys-
tem, see Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Ad-

Chapter 5, "A Two-dimensional Framework of Cognitional Security for Advanced Neuroprosthetics," 
an excerpt from Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics, 
ISBN 978-0-692-50161-0, Indianapolis: Synthypnion Academic, 2015, pp. 129-168.



1154  •   

 
 
 
 

Such a neuroprosthetic device would certainly produce a loss of distin-
guishability in the sensory information experienced by its host and would 
open the door to external manipulation that could reduce the availability of 
accurate information that the host was blocked from seeing and the authen-
ticity and utility of the information that was instead received by the host. 

Inability to distinguish true from false memories 

If a neuroprosthetic device is able to create, alter, or destroy engrams 
within its host’s brain, it may be impossible for a host to know which of his 
or her apparent memories are “true” and which are “false” (i.e., distorted or 
purposefully fabricated).70 

This kind of neuroprosthetic device would produce a loss of distinguisha-
bility in the mnemonic information experienced by the host and could facili-
tate external manipulation that could reduce the availability of accurate mne-
monic information that the host was blocked from recalling and the authen-
ticity and utility of the information that was instead recalled by the host. It 
could also impair the host’s autonomy, insofar as he or she may be exercising 
agency and making decisions based on memories that are not actually his or 
her own. 

Other psychological side-effects 

A host’s brain may undergo potentially harmful and unpredictable struc-
tural and behavioral changes as it adapts to the presence, capacities, and ac-
tivities of an advanced neuroprosthetic device.71 These effects may even in-
clude new kinds of neuroses, psychoses, and other disorders unique to hosts 
or users of advanced neuroprosthetics. 

Depending on their nature and severity, such changes could negatively 
impact hosts’ autonomy and the rejectability, integrity, utility, availability, au-
thenticity, and distinguishability of information experienced by the hosts or 
users, as well as potentially leading hosts to involuntarily disclose infor-
mation in a way that damages its confidentiality and the hosts’ possession of 
it. 

                                                 
vantage of Bionic Ears and Eyes” (2012). Regarding the possibility of neuroprosthetic devices be-
ing used to provide false data or information to their hosts or users, see also McGee, “Bioelec-
tronics and Implanted Devices” (2008), p. 221. See also Gladden, “Tachikomatic Domains: Uto-
pian Cyberspace as a ‘Contingent Heaven’ for Humans, Robots, and Hybrid Intelligences” (2015). 
70 See Ramirez et al., “Creating a False Memory in the Hippocampus” 2013. 
71 See McGee, “Bioelectronics and Implanted Devices” (2008), pp. 215-16, and Koops & Leenes, 
“Cheating with Implants: Implications of the Hidden Information Advantage of Bionic Ears and 
Eyes” (2012), pp. 125, 130. 
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On the other hand, it is also possible that the structural and behavioral 
changes occurring in a host’s brain as the result of using an advanced neuro-
prosthetic might have salutary effects that increase the host’s autonomy, en-
hance the integrity, availability, and utility of information, and strengthen the 
host’s ability to maintain the confidentiality and possession of that infor-
mation. The designers of neuroprosthetic devices will need to conduct careful 
monitoring and testing to identify the short- and long-term effects of the de-
vices’ use and discover potentially unexpected side-effects that may have an 
impact on information security. 

The host as embodied embedded organism 

FUNCTIONAL CAPACITIES CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the new functional capacities that a neuropros-
thetic device can provide its human host or user in his or her role as an em-
bodied embedded organism and the potential impact that these capacities 
might have on the information security of the host-device system.72 

Sensory enhancement 

A neuroprosthetic device may allow its host or user to sense his or her 
physical or virtual environment in new ways, either by acquiring new kinds 
of raw sense data or new modes or abilities for processing, manipulating, and 
interpreting sense data.73 

The availability, integrity, utility, and authenticity of information provided 
by such devices depends not only on their quality and technical specifications 
but also on securing the devices from external manipulation. If the sense data 
that is being gathered by the devices and transmitted to the user’s mind can 
be intercepted by external agents, the confidentiality and possession of that 
information is undermined. Such devices also raise questions of rejectability 
if the user cannot block out the information that they provide. The extent to 
which information provided by the neuroprosthetic device displays distin-
guishability from the user’s other natural sensory input may depend not only 
on the device’s technical capacities and limitations but also on explicit design 
decisions made by the device’s producer about the ways in which information 
should be presented. Insofar as such devices might expand the capacities of 
their users to consciously experience sense data and make decisions on the 

                                                 
72 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
73 See Warwick, “The cyborg revolution” (2014), p. 267; McGee, “Bioelectronics and Implanted 
Devices” (2008), p. 214; and Koops & Leenes, “Cheating with Implants: Implications of the Hid-
den Information Advantage of Bionic Ears and Eyes” (2012), pp. 120, 126. 
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basis of it, such devices could potentially enhance their users’ agency and au-
tonomy. 

Motor enhancement 

A neuroprosthetic device may give its host or user new ways of manipu-
lating physical or virtual environments through his or her body.74 For exam-
ple, it might grant enhanced control over one’s existing biological body, ex-
pand one’s body to incorporate new devices (such as an exoskeleton or vehi-
cle) through body schema engineering,75 or allow the user to control external 
networked physical systems such as drones or 3D printers or virtual systems 
or phenomena within an immersive cyberworld. 

Insofar as such mechanisms for motor enhancement provide propriocep-
tive or other sensory feedback, they would be subject to the issues noted 
above for neuroprosthetics that provide sensory enhancement. Neuropros-
thetics that provide strengthened control over a host’s body could enhance 
the confidentiality and possession of information by their hosts by preventing 
the inadvertent disclosure of information through motor actions such as 
speech or facial expressions. On the other hand, by extending or altering the 
host or user’s body, such a device might simply create new motor avenues 
through which such information can be inadvertently disclosed. 

Enhanced memory, skills, and knowledge accessible through sensory organs 
(exograms) 

A neuroprosthetic device may give its user access to external data-storage 
sites whose contents can be “played back” to the user’s conscious awareness 
through his or her sensory organs or to real-time streams of sense data that 
augment or replace one’s natural sense data.76 The ability to record and play 
back one’s own sense data could provide perfect audiovisual memory of one’s 
experiences.77 

Neuroprosthetics that store memories, skills, and other information as ex-
ograms78 that are external to the brain’s own natural mnemonic systems face 

                                                 
74 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 213, and Warwick, “The cyborg 
revolution” (2014), p. 266. 
75 See Gladden, “Cybershells, Shapeshifting, and Neuroprosthetics…” (2015). 
76 See Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Ad-
vantage of Bionic Ears and Eyes” (2012), pp. 115, 120, 126. 
77 See Merkel et al., “Central Neural Prostheses” (2007); Robinett, “The consequences of fully 
understanding the brain” (2002); and McGee, “Bioelectronics and Implanted Devices” (2008), p. 
217. 
78 E.g., devices of the sort described by Werkhoven, “Experience Machines: Capturing and Re-
trieving Personal Content” (2005), but in implantable rather than external wearable form. 
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different information security issues from those that store information in the 
form of engrams within the brain’s natural mnemonic mechanisms. Infor-
mation stored within engrams can be recalled by the user’s mind without first 
needing to pass through sensory organs; the information appears to come 
“from within” the user’s own mind, rather than being presented to the user’s 
conscious awareness through the use of sensory organs as if the information 
were originating from some environment outside of the user’s mind. The fact 
that the use of engrams bypasses the brain’s sensory systems creates different 
information security capacities and concerns than the use of exograms that 
must be presented through sensory organs or sense modalities. 

Because information stored as exograms can potentially take the form of 
conventional text, video, audio, or image files (rather than being stored as 
patterns of interconnection, activation functions, and learning processes 
within a neural network), it may be easier for unauthorized parties to access, 
manipulate, delete, or replace that information. On the other hand, the abil-
ity to store information in conventional file formats may allow the use of en-
cryption and other security or access controls that are not possible for infor-
mation stored as engrams within the brain’s own neural networks – since in-
formation stored within the brain’s own mnemonic systems must utilize 
whatever form and structure the brain is designed to handle rather than 
whatever more “secure” structures a security-conscious neuroprosthetic en-
gineer might wish to impose. 

Information stored in the form of exograms accessible through sensory 
systems would be subject to many of the same issues surrounding integrity, 
utility, availability, confidentiality, authenticity, and possession that currently 
apply, for example, to information that a user might store on a mobile device 
and access through earphones or a virtual reality headset. If a neuroprosthetic 
device can be used to forcibly present information or activate the use of skills 
against the user’s will, then questions of autonomy and rejectability also arise. 

FUNCTIONAL IMPAIRMENTS CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the functional impairments that a neuropros-
thetic device might create for its host at the level of his or her physical or 
virtual bodily interfaces with the environments and the impact that these im-
pairments might have on the information security of the host-device system.79 

Loss of control over sensory organs 

A neuroprosthetic may deny its host or user direct control over his or her 
sensory organs.80 Technologically mediated sensory systems may be subject 

                                                 
79 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
80 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
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to noise, malfunctions, and manipulation or forced sensory deprivation or 
overload occurring at the hands of sense hackers.81 

A neuroprosthetic device that intentionally deprives its host or user of 
control over his or her sensory organs raises questions of the rejectability of 
sense data and may impair the host or user’s exercise of agency and thus his 
or her autonomy. The availability, integrity, utility, and authenticity of infor-
mation provided by the host or user’s sensory organs will depend on the tech-
nical capacities and motives of whatever external agents control the design 
or operation of the neuroprosthetic device. 

Loss of control over motor organs 

A neuroprosthetic device may impede its host or user’s control over his or 
her motor organs.82 The host or user’s body may no longer be capable, e.g., of 
speech or movement, or the control over one’s speech or movements may be 
assumed by some external agency. 

A neuroprosthetic device that intentionally deprives its host or user of 
control over his or her motor organs may prevent that person from inadvert-
ently (or even purposefully) disclosing information through the use of 
speech, facial expressions, typing, or other physical means, thereby enhanc-
ing the confidentiality and possession of information. 

The use of such a device may impair the information security of outside 
parties who, for example, interact with the host in conversation, listen to the 
host giving a lecture, or read a message that was typed and sent by the host: 
such individuals might assume that the information was conveyed to them 
intentionally by the host, while in fact it might have been conveyed against 
the host’s will by some external agent who was controlling the host’s motor 
activity through the neuroprosthetic device. This would result in a loss of au-
thenticity of the information shared by the “host,” from the perspective of 
those who received it. 

Loss of control over other bodily systems 

A neuroprosthetic device may impact the functioning of internal bodily 
processes such as respiration, cardiac activity, digestion, hormonal activity, 

                                                 
of Bionic Ears and Eyes” (2012), p. 130. 
81 Hansen and Hansen discuss the hypothetical case of a poorly designed prosthetic eye whose 
internal computer can be disabled if the eye is presented with a particular pattern of flashing 
lights. See Hansen & Hansen, “A Taxonomy of Vulnerabilities in Implantable Medical Devices” 
(2010). 
82 Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” (2012), 
p. 216. 
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and other processes that are already affected by existing implantable medical 
devices.83 

Insofar as a neuroprosthetic device interfaces directly with such biological 
systems and processes, it may gather, store, utilize, and transmit data about 
them that must be secured in order to avoid a loss of confidentiality and pos-
session of the information. By affecting the body’s basic biological processes, 
a device may impact the brain’s ability to receive, generate, store, transmit, 
and consciously experience information and may thus indirectly affect the 
availability and utility of information available to the host or user’s mind. 

Other biological side-effects 

A neuroprosthetic device may be constructed from components that are 
toxic or deteriorate in the body,84 may be rejected by its host, or may be sub-
ject to mechanical, electronic, or software failures that harm their host’s or-
ganism. 

Depending on the nature and severity of such effects, negative impacts 
could result for a host’s autonomy and the rejectability, integrity, utility, avail-
ability, authenticity, and distinguishability of information experienced by a 
host or user. 

On the other hand, if an advanced neuroprosthetic device is only able to 
function for a limited period of time before its connection to the neural cir-
cuitry of its host breaks down and the device ceases to function, this behavior 
could function as a sort of safeguard that limits the long-term possibilities for 
the device to contribute to a loss of the confidentiality or possession of infor-
mation. 

The host as social and economic actor 

FUNCTIONAL CAPACITIES CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the new functional capacities that a neuropros-
thetic device might provide to allow its host or user to connect to, participate 
in, contribute to, and be influenced by social relationships and structures and 
networks of economic exchange, and we note the potential impact that these 
capacities might have on the information security of the host-device system.85 

                                                 
83 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 209, and Gasson, “Human ICT 
Implants: From Restorative Application to Human Enhancement” (2012), pp. 12-16. 
84 McGee, “Bioelectronics and Implanted Devices” (2008), pp. 213-16. 
85 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
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Ability to participate in new kinds of social relations 

A neuroprosthetic device may grant its host or user the ability to partici-
pate in new kinds of technologically mediated social relations and structures 
that were previously impossible, perhaps including new forms of merged 
agency86 or cybernetic networks that display utopian (or dystopian) charac-
teristics that are not possible for non-neuroprosthetically-enabled societies.87 

The creation of new kinds of social relationships may create new avenues 
for a host or user to inadvertently disclose information, thereby damaging its 
confidentiality and his or her possession of it. It may also provide new means 
for external agents to disrupt or influence the host or user’s acquisition and 
use of information, not through manipulation of the device’s components or 
systems but by using the device in its intended fashion to interact socially 
with its user and undermining the user’s information security use through 
the nature and contents of those social interactions (which might involve so-
cial engineering88). This could indirectly impact the availability and utility of 
information for the user and may also potentially undermine his or her 
agency and thus autonomy. 

Ability to share collective knowledge, skills, and wisdom 

Neuroprosthetics may link hosts or users in a way that forms communica-
tion and information systems89 that can generate greater collective 
knowledge, skills, and wisdom than are possessed by any individual member 
of the system.90 

On the one hand, using a neuroprosthetic device to store information in 
communal systems that make their contents freely accessible to other human 
minds clearly eliminates the user’s ability to maintain the confidentiality and 

                                                 
86 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 216, and Koops & Leenes, 
“Cheating with Implants: Implications of the Hidden Information Advantage of Bionic Ears and 
Eyes” (2012), pp. 125, 132. 
87 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015).  
88 See Rao & Nayak, The InfoSec Handbook (2014), pp. 307-23; Sasse et al., “Transforming the 
‘weakest link’—a human/computer interaction approach to usable and effective security” (2001); 
and Thonnard, “Industrial Espionage and Targeted Attacks: Understanding the Characteristics 
of an Escalating Threat” (2012). 
89 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 214; Koops & Leenes, “Cheating 
with Implants: Implications of the Hidden Information Advantage of Bionic Ears and Eyes” 
(2012), pp. 128-29; Gasson, “Human ICT Implants: From Restorative Application to Human En-
hancement” (2012), p. 24; and Gladden, “’Upgrading’ the Human Entity…” (2015). 
90 See Wiener, Cybernetics (1961), loc. 3070ff., 3149ff., and Gladden, “Tachikomatic Domains: Uto-
pian Cyberspace as a ‘Contingent Heaven’ for Humans, Robots, and Hybrid Intelligences” (2015). 
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possession of that information. On the other hand, by drawing information 
from “open-source” repositories whose maintenance and editing are 
crowdsourced to myriad minds that are continuously identifying and rectify-
ing errors and which provide checks and balances to counteract one another’s 
biases, it may be possible for such “neuroprosthetically enabled wikis” to 
maintain a self-healing and self-correcting state that offers greater availabil-
ity, integrity, and utility of information than that possible from a static source 
developed by a single author. 

Enhanced job flexibility and instant retraining 

By facilitating the creation, alteration, and deletion of information stored 
in engrams or exograms, a neuroprosthetic device may allow its user to down-
load new knowledge or skills or instantly establish relationships for use in a 
new job.91 

A neuroprosthetic device that allows its user to enhance his or her socio-
economic position by continuously improving his or her skills, enhancing his 
or her job performance, and moving into ever more desirable and rewarding 
professions and positions may provide the user with resources (including fi-
nancial, informational, and human resources and access to new technologies 
embodied in hardware, software, and services) that allow him or her to en-
hance and strengthen his or her information security, including his or her 
autonomy, the confidentiality and possession of information already in his or 
her control, the availability of new kinds of information, and enhanced tools 
for extracting utility from information. 

Enhanced ability to manage complex technological systems 

By providing a direct interface to external computers and mediating its 
user’s interaction with them,92 a neuroprosthetic device may grant an en-
hanced ability to manage complex technological systems that can be used, for 
example, for the production or provisioning of goods or services or the man-
agement of digital ecosystems and environments that utilize ubiquitous com-
puting and are integrated into the Internet of Things.93 

By giving the user of a neuroprosthetic device enhanced capacities for ac-
quiring and managing information and controlling his or her environment, 
the device may offer the user increased availability, utility, confidentiality, pos-
session, and rejectability of information. 

                                                 
91 See Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Ad-
vantage of Bionic Ears and Eyes” (2012), p. 126, and Gladden, “Neural Implants as Gateways to 
Socioeconomic Interaction and Posthuman Informational Ecosystems” (2015). 
92 McGee, “Bioelectronics and Implanted Devices” (2008), p. 210. 
93 See McGee, “Bioelectronics and Implanted Devices” (2008), pp. 214-15, and Gladden, “Cyber-
shells, Shapeshifting, and Neuroprosthetics…” (2015). 
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Enhanced personal and professional decision-making 

By analyzing data, offering recommendations, and alerting the user to po-
tential cognitive biases, a neuroprosthetic device may enhance its user’s abil-
ity to execute rapid and effective personal and professional decision-making 
and transactions.94 

By enhancing its user’s ability to avoid the effects of internal biases and to 
identify and counteract intentional or inadvertent efforts by others to manip-
ulate the user through social interaction, such a neuroprosthetic device may 
enhance its user’s agency and autonomy and help prevent the user from inad-
vertently making decisions or undertaking actions that would undermine the 
confidentiality or possession of the user’s information. It may also lead the 
user to make decisions which will eventually put the user in a position in 
which he or she enjoys greater availability and utility of information. 

Store of monetary value 

By storing cryptocurrency keys within its internal memory, a neuropros-
thetic may allow its host to house digital money directly within his or her 
brain that can be spent on demand by the host.95 

The use of a neuroprosthetic device to store information that has direct 
monetary value – rather than simply confidential personal or professional in-
formation which an unauthorized party might steal and attempt to convert 
into money through its sale or through blackmail of the host – creates an 
enticing new target for criminals and a new kind of information that must be 
carefully secured. For many users, the possession and confidentiality of such 
financial information would take priority and must be safeguarded, even if it 
means reducing the availability and utility of the information to the user. 

A neuroprosthetic device that can be used directly to purchase goods and 
services and engage in other forms of economic exchange may give its user 
new tools for acquiring, utilizing, and securing information, thereby increas-
ing the availability and utility of information as well as its confidentiality and 
possession. 

                                                 
94 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
of Bionic Ears and Eyes” (2012), p. 119. 
95 See Gladden, “Cryptocurrency with a Conscience: Using Artificial Intelligence to Develop 
Money that Advances Human Ethical Values” (2015). 

Chapter 5, "A Two-dimensional Framework of Cognitional Security for Advanced Neuroprosthetics," 
an excerpt from Gladden, Matthew E., The Handbook of Information Security for Advanced Neuroprosthetics, 
ISBN 978-0-692-50161-0, Indianapolis: Synthypnion Academic, 2015, pp. 129-168.



   •  163 

Qualifications for specific professions and roles 

Neuroprosthetics may provide persons with abilities that enhance job per-
formance in particular fields96 such as computer programming, art, architec-
ture, music, economics, medicine, information science, e-sports, information 
security, law enforcement, and the military. This may initially provide a com-
petitive advantage to individuals using certain kinds of neuroprosthetic de-
vices, while not excluding from such work those who lack neuroprosthetic 
devices. However, it is expected that as the use of elective neuroprosthetics 
becomes more commonplace and employers’ expectations for employees’ 
neural integration into digital workplace systems grow, possession of neuro-
prosthetics may become a basic requirement for employment in some profes-
sions that excludes from consideration potential workers who do not possess 
such devices.97 

Insofar as individuals’ use of advanced neuroprosthetic devices is a neces-
sary and important aspect of their professional work, it can be expected that 
such employees’ workplaces and employers will create and maintain robust 
institutional support systems for the users of such devices, which may include 
the attention of information security professionals dedicated to securing the 
information contained in these device-host systems. Such support structures 
may provide employees with stronger mechanisms for ensuring the availabil-
ity, utility, integrity, confidentiality, and possession of information than they 
could obtain on their own if they acquired and utilized their neuroprosthetic 
devices solely in a role as ordinary consumers and personal, non-institutional 
users of such devices. 

On the other hand, by allowing their employers to exercise at least some 
of the responsibility for maintaining, managing, and securing their neuro-
prosthetic devices, such users might instead find that an employer claims and 
acquires access to a user’s personal information that is produced or accessible 
through the neuroprosthetic device, thereby reducing the confidentiality and 
possession of information by the user and potentially raising questions for the 
user about the extent to which the information’s availability, integrity, and 
authenticity can be relied upon. 

FUNCTIONAL IMPAIRMENTS CREATED BY A NEUROPROSTHETIC DEVICE 

Below we describe some of the functional impairments that a neuropros-
thetic device might create for its host or user at the level of his or her social 

                                                 
96 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
of Bionic Ears and Eyes” (2012), pp. 131-32. 
97 McGee, “Bioelectronics and Implanted Devices” (2008), pp. 211, 214-15; Warwick, “The cyborg 
revolution” (2014), p. 269. 
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and economic relationships and activity and the impact that these impair-
ments might have on the information security of the host-device system.98 

Loss of ownership of one’s body and intellectual property 

A neuroprosthetic device that is being leased by its human host rather 
than having been purchased would not belong to the host. Moreover, even a 
neuroprosthetic device that has been purchased by its host could potentially 
be subject to seizure by an outside party in some circumstances (e.g., after a 
declaration of bankruptcy by the host). Depending on the leasing or licensing 
terms, intellectual property produced by a neuroprosthetic device’s host or 
user (including thoughts, memories, or speech) may be partly or wholly 
owned by the device’s manufacturer or provider.99 

This may result in binding limits on the confidentiality, possession, availa-
bility, and utility of information that can be enforced by the device’s manufac-
turer or provider through either legal or technical means. The manufacturer 
or provider may also have the legal right and technical ability to forcibly pre-
sent to the user’s conscious or subconscious awareness explicit advertise-
ments, product placements edited into the user’s sense data, or other com-
mercial information that undermines the rejectability and perhaps distin-
guishability and authenticity of information received through the device. The 
fine print of the leasing, licensing, or even purchase agreement may also spec-
ify that the device’s manufacturer or provider has the legal right to utilize the 
device to gather on an ongoing basis information about its host or user (in-
cluding information about his or her biological and mental processes), which 
the company can either use internally for its own purposes or perhaps rent or 
sell to other companies for their own uses. This would have the effect of sig-
nificantly reducing the confidentiality and possession of personal information 
by the host or user. 

On the other hand, by maintaining an ongoing financial relationship with 
the device’s manufacturer or provider, the user may be able to make use of 
physical maintenance services, software updates and upgrades (including 
regular updating of antivirus and other security software), and other services 
provided by that firm which enhances the confidentiality, possession, availa-
bility, utility, and integrity of information experienced through the device. 

                                                 
98 See Gladden, “Neural Implants as Gateways to Socioeconomic Interaction and Posthuman In-
formational Ecosystems” (2015). 
99 See Gladden, “Tachikomatic Domains: Utopian Cyberspace as a ‘Contingent Heaven’ for Hu-
mans, Robots, and Hybrid Intelligences” (2015). 
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Creation of financial, technological, or social dependencies 

The host or user of a neuroprosthetic may no longer be able to function 
effectively without the device100 and may become dependent on its manufac-
turer for hardware maintenance, software updates, and data security and on 
specialized medical care providers for diagnostics and treatment relating to 
the device.101 A user may also require regular device upgrades in order to re-
main competitive in certain jobs for which the possession and expert use of 
such a device is a job requirement. High switching costs may make it imprac-
tical to shift to a competing producer’s device after a host has installed an 
implant and committed to its manufacturer’s particular digital ecosystem. 

If the host or user of a neuroprosthetic device is likely to suffer biological, 
psychological, financial, professional, or social damage without such ongoing 
specialized support from a company, this creates a power relation in which 
the host or user is in a position of dependency (or even subjugation) and in 
which he or she may be willing to accept an exploitative situation in which 
the confidentiality and possession of his or her information is compromised 
by the company, his or her autonomy is diminished, and the availability, util-
ity, integrity, and rejectability of information is subject to the whims (likely 
driven by financial considerations) of the company. 

Subjugation of the host to manipulation by external agency 

Instead of merely impeding its host or user’s ability to possess and exercise 
agency, a neuroprosthetic may subject its host to control by some external 
agency. This could occur, e.g., if the host’s memories, emotions, or volitions 
were manipulated by means of the device102 or if the host joined with other 
minds to create a new form of social entity that possesses some shared 
agency.103 

                                                 
100 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
of Bionic Ears and Eyes” (2012), p. 125. 
101 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 213. Brain scarring is a signifi-
cant problem with neuroprosthetic devices involving electrodes implanted in the brain, and the 
administration before, during, and after implantation surgery of immunosuppressive drugs that 
reduce the wound healing response has been found to reduce scarring and cortical edemas; see 
See Polikov et al., “Response of brain tissue to chronically implanted neural electrodes” (2005), 
for a discussion of such issues. The possibility that the host of an implanted advanced neuro-
prosthetic device might become dependent throughout the rest of his or her life on the device’s 
manufacturer (or another commercial entity) for a regular supply of potentially expensive and 
proprietary immunosuppressive drugs or other specialized medications is a theme that has been 
explored by futurologists and the creators of science fiction works; for an analysis of a prime 
fictional depiction, see Maj, “Rational Technotopia vs. Corporational Dystopia in ‘Deus Ex: Hu-
man Revolution’ Gameworld” (2015). 
102 Gasson, “Human ICT Implants: From Restorative Application to Human Enhancement” 
(2012), pp. 15-16. 
103 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 216, and Gladden, “’Upgrading’ 
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Such a situation would impair the host’s autonomy and could be exploited 
to undermine the confidentiality and possession of the host’s information. De-
pending on the level of access to the host’s information that is gained by the 
external agent, the authenticity, integrity, availability, and utility of the host’s 
information could also be imperiled. 

Social exclusion and fragmentation and employment discrimination 

The use of particular kinds of neuroprosthetics that are considered by a 
particular society to be of a “suspicious” or “undesirable” nature and whose 
presence and operation is detectable to parties other than their host or user 
may result in the shunning or mistreatment of such hosts or users104 by those 
who question or actively oppose the use of such devices.105 Hosts or users of 
such neuroprosthetic devices may find themselves formally or informally ex-
cluded from certain kinds of organizations and social relationships, or they 
may simply avoid certain kinds of relationships and situations in order to 
spare themselves the embarrassment or discomfort that might result from 
such interactions. Possession of some kinds of neuroprosthetics may exclude 
their hosts from employment in roles where “natural,” unmodified workers 
are considered desirable or even required (e.g., for liability or security rea-
sons). 

It is also expected that some kinds of advanced neuroprosthetics will so 
radically transform their users’ channels for communicating and interacting 
socially that they will eventually lose the desire and even ability to communi-
cate with human beings who do not possess the relevant sort of neuropros-
thetics; in this way, humanity as it exists today may fragment into numerous 
mutually incomprehensible “posthumanities” that share a geographical home 
on this planet but whose societies and civilizations occupy disjoint psycho-
logical, cultural, and technological spaces that do not intersect or overlap.106 

                                                 
the Human Entity…” (2015). 
104 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
of Bionic Ears and Eyes” (2012), pp. 124-25. 
105 For example, anecdotal accounts have already been reported of physical harassment and ex-
clusion from places of business of individuals wearing external sensory prosthetics designed to 
generate visual augmented reality. See Greenberg, “Cyborg Discrimination? Scientist Says 
McDonald's Staff Tried To Pull Off His Google-Glass-Like Eyepiece, Then Threw Him Out” 
(2012), and Dvorsky, “What may be the world’s first cybernetic hate crime unfolds in French 
McDonald’s” (2012). 
106 See McGee, “Bioelectronics and Implanted Devices” (2008), pp. 214-16; Warwick, “The cyborg 
revolution” (2014), p. 271; and Rubin, “What Is the Good of Transhumanism?” (2008). 
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Such a splintering and narrowing of societies may possibly weaken the soli-
darity with other human beings exhibited by users of some kinds of advanced 
neuroprosthetics.107 

If the users of certain kinds of neuroprosthetics were, in essence, to with-
draw from “normal” human society and develop new societies accessible only 
to those who share similar technological augmentation, interests, and philos-
ophies, one side-effect of this growing distance and insulation from human 
society could be an increase in the confidentiality and possession of infor-
mation by the users of such technologies, insofar as the ability of unaug-
mented humans to initiate some kinds of attacks (such as social engineering 
efforts) might be significantly curtailed. At the same time, the users of such 
neuroprosthetic devices might find that their voluntary or involuntary dis-
tancing from the rest of humanity separates them legally, politically, com-
mercially, socially, or technologically from information security systems and 
mechanisms that are available to other human beings, thereby potentially 
putting at risk the integrity, availability, confidentiality, and possession of the 
users’ information. 

Vulnerability to data theft, blackmail, and extortion 

A hacker, computer virus, or other agent may be able to steal data con-
tained in a neuroprosthetic device or use the device to gather data (poten-
tially including the contents of thoughts, memories, or sensory experi-
ences)108 that could be used for blackmail, extortion, corporate espionage, or 
terrorism targeted against the device’s host or user or other individuals or 
institutions. Such an attacker could either carry out a one-time theft of infor-
mation or embed in the device software (or even hardware) that allows on-
going access and the ability to utilize the device’s features and components 
as an instrument for information-gathering and surveillance, regardless of 
whether they were designed to be employable for such purposes. 

The minds, personalities, interests, motivations, and values of all human 
beings are different, which means that the authors of certain kinds of social 
engineering attacks on high-value targets must take the time to learn about 
the subject of their intended operation and develop a customized plan of at-
tack, and it cannot be known for certain in advance of the attack whether or 
not it will succeed and what unexpected obstacles might arise during its at-
tempted execution.109 If the target of such an attack possesses an advanced 
                                                 
107 Koops & Leenes, “Cheating with Implants: Implications of the Hidden Information Advantage 
of Bionic Ears and Eyes” (2012), p. 127. 
108 See McGee, “Bioelectronics and Implanted Devices” (2008), p. 217; Koops & Leenes, “Cheating 
with Implants: Implications of the Hidden Information Advantage of Bionic Ears and Eyes” 
(2012), pp. 117, 130; and Gasson, “Human ICT Implants: From Restorative Application to Human 
Enhancement” (2012), p. 21. 
109 See Rao & Nayak, The InfoSec Handbook (2014), pp. 307-23, and Sasse et al., “Transforming 
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neuroprosthetic device, this may give the attacker a means of planning and 
executing the attack that depends solely on technical and technological fac-
tors (which it may be possible to analyze carefully in advance) rather than 
social and psychological ones. Exploitable vulnerabilities in a particular 
model of neuroprosthetic device that have been identified by would-be at-
tackers may place at risk all human beings who possess that particular model 
of device, regardless of the otherwise great psychological, cultural, and pro-
fessional dissimilarities between them. 

Depending on the exact purpose and nature of such an attack, it may have 
the potential to undermine the confidentiality and possession both of the host 
or user’s information and the information of other parties that can be com-
promised by means of the neuroprosthetic device (e.g., by using a neuropros-
thetic device implanted in one person to eavesdrop on a separate individual 
who happens to be nearby). It may also compromise the authenticity, integrity, 
availability, distinguishability, and utility of information and be employed to 
undermine the host or user’s autonomy. 

Conclusion 
In this chapter we have explored a two-dimensional conceptual frame-

work for cognitional security that comprises nine essential information secu-
rity goals for neuroprosthetic devices and device-host systems (confidential-
ity, integrity, availability, possession, authenticity, utility, distinguishability, 
rejectability, and autonomy) and examines potential impacts on the pursuit 
of those goals as observed at three different levels (which consider a device’s 
host understood as sapient metavolitional agent, embodied embedded organ-
ism, and social and economic actor). In the following chapters we will draw 
on this cognitional security framework to consider important practical issues 
relating to the development and implementation of information security 
plans for advanced neuroprosthetics – namely, the formulation of particular 
information security roles and responsibilities and the design and use of man-
agement, operational, and technical controls. 
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