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Abstract

Determining market value of the property requires a thorough and complete analysis of the real estate market. Analysis of the market comes down, inter alia, to determine the state of the real estate market at the time. The law doesn’t limit the period of market analysis, provided that property prices will be adjusted on the valuation date or the date of analysis. Obligation to update prices follows from the Act on real estate management.

Different methods of determining the influence of time on real estate prices can be found in the literature. For small data sets can be used interval method, while for large data sets statistical methods are applicable. Among the statistical methods most frequently cited are regression models. Estimation of linear regression model parameters is performed frequently by using least square method, which is not resistant to outlier cases. Even a single outlier can have a negative effect on the results of the estimation. Alternatively, the model parameters estimation can be made of robust estimation methods.

This work presents some robust estimation methods in relation to determining of the influence of time on real estate prices. Parameters estimation results for linear models were compared. Summarizes the results of the estimation of the least squares method and some robust estimation methods. Variance analysis being also taken as a basis for conclusion. Analysis and calculations have been carried out on the sample database of properties.
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Introduction

Determining market value of the property is preceded by an analysis of the real estate market. Before performing the market analysis and valuation of real estate appraiser should collect a database of properties similar to the property being valued. One of the elements of market analysis is to determine the state of the market at the time. Analysis of price volatility at the time is the basis for subsequent correction of property prices on the valuation date or the date of the analysis. Analysis of price volatility over a time is the basis for the adjustment of property prices on the valuation date or the date of analysis.

Different methods of determining of the influence of time on real estate prices can be found in the literature. For small data sets can be used interval method. In the case of real estate valuation as well as market analysis, statistical methods are also used. Among the statistical methods most frequently cited are regression models. Property attributes, such as area, location, depreciation, are often considered as parameters of real estate valuation models (CZAJA, PARZYCH, 2007; DĄBROWSKI, ADAMCZYK, 2010; PARZYCH, CZAJA, 2015; BIEDA et al., 2016). Time is usually the only parameter in price volatility models over time (BUDZYŃSKI, 2010; PARZYCH, CZAJA, 2015). Linear models are primarily estimated. Estimation of linear regression model parameters is performed frequently by using least square method, which is not resistant to outlier cases. An alternative is a robust estimation used in property valuation (ADAMCZYK, 2017). Robust estimation methods can also be used as an option in price volatility analysis over time.
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Regression model of price volatility over time

The basis for trend estimation should be homogeneous or very similar properties. Estimation of the trend line requires the compilation of data in databases for real estate from the analyzed local market. The price trend over time can be expressed as a linear function due to the short period of transactions selected for analysis (usually 2 years) (PARZYCH, CZAJA, 2015). The linear trend function for a single transaction can be written as:

\[ c = A + B \cdot t \]  

(1)

where:
- \( c \) - real property unit price,
- \( t \) - transaction time that is assessed by months starting from the date of the first transaction,
- \( A, B \) - regression coefficients.

Equations can be written for several properties. Thus the model takes the form:

\[ c_i = A + B \cdot t_i + \delta_i \]  

(2)

where:
- \( c_i \) - transaction unit price of the \( i \)-th property,
- \( t_i \) - transaction time of the \( i \)-th property,
- \( A, B \) - regression coefficients,
- \( \delta_i \) - random deviation to the unit price of the \( i \)-th property.

The set of equations (2) could be solved using the least squares method. The estimators of regression coefficients can be expressed by the following formulas:

\[ B = \frac{\sum_{i=1}^{n}(c_i - \hat{c})(t_i - \hat{t})}{\sum_{i=1}^{n}(t_i - \hat{t})^2} \]  

(3)

\[ A = \hat{c} - B \cdot \hat{t} \]  

(4)

where:
- \( \hat{c} \) - average unit price calculated on the basis of the real estate database,
- \( \hat{t} \) - average transaction time calculated on the basis of the real estate database,
- \( n \) - the number of properties from database.

The coefficient of determination \( R^2 \) is a measure of goodness of fit for the estimated regression equation:

\[ R^2 = 1 - \frac{\sum_{i=1}^{n} \delta_i^2}{\sum_{i=1}^{n}(c_i - \hat{c})^2} = 1 - \frac{\sum_{i=1}^{n}(c_i - A - B \cdot t_i)^2}{\sum_{i=1}^{n}(c_i - \hat{c})^2} \]  

(5)

The price adjustment on the valuation date or the date of analysis is done on the basis of the formula:

\[ c_{Ki} = c_i + B \cdot (t_W - t_i) \]  

(6)

where:
- \( c_{Ki} \) - unit price of \( i \)-th property adjusted on the valuation or the date of analysis,
- \( t_W \) - time of valuation that is assessed by months starting from the date of the first transaction.

M-estimation

M-estimation idea is based on model deviations function minimizing. It is possible to find a modified smallest squares method among m-estimation class methods (WIŚNIEWSKI, 2009). M-estimators are defined by three functions: objective function, influence function and weighting function. The least squares method is a special case of m-estimation, where the objective function \( \rho(v) = v^2 \) is replaced by another \( \rho(v) \). For modified smallest squares method a function of the objective \( \rho(v) \) is represented by:

\[ \rho(v) = w(v)v^2 \]  

(7)

where:
- \( w(v) \) - weighting function.

Influence function is the first derivative of function of objectives due to \( v \):

\[ \psi(v) = \frac{\partial \rho(v)}{\partial v} \]  

(8)
Weighting function could be determined on the basis of influence function as follows:

\[
w(v) = \frac{\psi(v)}{v} = \frac{\partial \rho(v)}{\partial v^2}
\]

Functions must meet the listed below criteria:

- **objective function:**
  - non-negative, \( \rho(v) \geq 0 \),
  - takes zero when its argument is zero, \( \rho(0) = 0 \),
  - symmetry, \( \rho(v_i) = \rho(-v_i) \),
  - monotonicity in \( |v| \), \( \rho(v_i) \geq \rho(v_j) \) for \( |v_i| > |v_j| \).

- **weighting function**
  - continuous and even (symmetry),
  - \( w(v) = 1 \) for \( v = 0 \),
  - \( w(v) \) function values decrease when \( |v| \) increases,
  - \( \lim_{v \to \infty} w(v) = 0 \).

The optimization problem of m-estimation is solved by modified least squares method. This method consists in carrying out subsequent estimations preceded by a modification of observation weights by weighting function (WISNIEWSKI, 2009).

Among m-estimators that are recognised in the professional literature, Huber and Hampel m-estimators (HUBER, 1964; HAMPEL, 1974; HUBER, 1981) were considered in this study. It is also possible to create new m-estimators motivated by different weighting functions (BANAŚ, LIGAS, 2014).

The following figures show the functions of m-estimators by Huber and Hampel.

**Verification on numerical examples**

A comparison of the price trend estimation was performed on three variants. The first variant is without outliers. The second and third variants include outliers at different levels. The data for testing is shown in the table 1.
Table 1. Data for comparison of estimation methods.

<table>
<thead>
<tr>
<th>No</th>
<th>Time (in months)</th>
<th>Unit prices - variant 1</th>
<th>Unit prices - variant 2</th>
<th>Unit prices - variant 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>420</td>
<td>600</td>
<td>550</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>415</td>
<td>550</td>
<td>550</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>470</td>
<td>600</td>
<td>500</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>490</td>
<td>420</td>
<td>420</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>390</td>
<td>390</td>
<td>430</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>440</td>
<td>440</td>
<td>440</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>480</td>
<td>480</td>
<td>480</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>520</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>750</td>
<td>550</td>
<td>550</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>610</td>
<td>560</td>
<td>560</td>
</tr>
<tr>
<td>12</td>
<td>18</td>
<td>720</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>670</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>790</td>
<td>620</td>
<td>620</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>810</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>16</td>
<td>22</td>
<td>580</td>
<td>580</td>
<td>580</td>
</tr>
<tr>
<td>17</td>
<td>23</td>
<td>540</td>
<td>590</td>
<td>590</td>
</tr>
<tr>
<td>18</td>
<td>25</td>
<td>680</td>
<td>450</td>
<td>550</td>
</tr>
<tr>
<td>19</td>
<td>26</td>
<td>780</td>
<td>825</td>
<td>250</td>
</tr>
<tr>
<td>20</td>
<td>27</td>
<td>790</td>
<td>820</td>
<td>300</td>
</tr>
<tr>
<td>21</td>
<td>28</td>
<td>610</td>
<td>840</td>
<td>280</td>
</tr>
<tr>
<td>22</td>
<td>29</td>
<td>820</td>
<td>820</td>
<td>620</td>
</tr>
<tr>
<td>23</td>
<td>29</td>
<td>850</td>
<td>850</td>
<td>620</td>
</tr>
</tbody>
</table>

Source: based on LIGAS, 2010

Fig. 3. Comparison of estimation methods - variant 1. Source: own study.

Table 2. Regression coefficients and their standard deviations - variant 1.

<table>
<thead>
<tr>
<th></th>
<th>Least square method</th>
<th>Huber m-estimation</th>
<th>Hampel m-estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter value</td>
<td>Standard deviation</td>
<td>Parameter value</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>A</td>
<td>372,89</td>
<td>42,62</td>
<td>360,27</td>
</tr>
<tr>
<td>B</td>
<td>14,23</td>
<td>2,27</td>
<td>15,29</td>
</tr>
</tbody>
</table>

Source: own study
Table 3. Regression coefficients and their standard deviations - variant 2.

<table>
<thead>
<tr>
<th></th>
<th>Least square method</th>
<th>Huber m-estimation</th>
<th>Hampel m-estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter value</td>
<td>Standard deviation</td>
<td>Parameter value</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>A</td>
<td>408.47</td>
<td>49.01</td>
<td>231.91</td>
</tr>
<tr>
<td>B</td>
<td>11.20</td>
<td>2.61</td>
<td>20.68</td>
</tr>
</tbody>
</table>

Source: own study

Table 4. Regression coefficients and their standard deviations - variant 3.

<table>
<thead>
<tr>
<th></th>
<th>Least square method</th>
<th>Huber m-estimation</th>
<th>Hampel m-estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter value</td>
<td>Standard deviation</td>
<td>Parameter value</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>A</td>
<td>509.79</td>
<td>51.89</td>
<td>432.88</td>
</tr>
<tr>
<td>B</td>
<td>-0.35</td>
<td>2.76</td>
<td>6.56</td>
</tr>
</tbody>
</table>

Source: own study
In accordance to thesis stated in the beginning of the study, the use of Huber and Hampel's m-estimators gave more precise estimation results than least squared method. This is evidenced by lower standard deviation results for given parameters obtained when using m-estimators.

In a variant without observing outliers (variant 1), the results of the estimation are similar. However, the obtained standard deviations of the regression coefficients indicate that the results obtained with the m-estimation are more accurate. The visual assessment of the graphs for the other two variants shows a better fit of the trend line to the data using the m-estimation. In these cases, outlier observations completely changed the trend line estimated by the least squares method.

Summary

This article presents application of robust estimation methods in analysing of real estate price volatility over time. For the purpose of the study the least squares estimation result and two different robust estimation methods, Huber and Hampel methods, comparative analysis was conducted.

As a result of m-estimation, lower than for the least squares method values of standard deviation model parameters were obtained. Robust estimation methods allow to minimize the variance of price trend line parameters. Targeted price adjustment on the valuation date or analysis is more reliable. Consequently, this can lead to increased reliability of property valuation.
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